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Abstract—This paper combines techniques from Formal Meth-
ods and Human-Robot Interaction (HRI) to address the challenge
of a robot walking with a human while maintaining a socially
acceptable distance and avoiding collisions. We formulate a set
of constraints on the robot motion using Satisfiability Modulo
Theories (SMT) formulas, and synthesize robot control that is
guaranteed to be safe and correct. Due to its use of high-level
formal specifications, the controller is able to provide feedback
to the user in situations where human behavior causes the robot
to fail. This feedback allows the human to adjust their behavior
and recover joint navigation. We demonstrate the behavior of
the robot in a variety of simulated scenarios and compare it to
utility-based side-by-side navigation control.

I. INTRODUCTION

Computational methods in Human Robot Interaction (HRI)
have made significant advances in designing controllers for
robots operating with and around humans (for a recent review,
see [1]). The lack of formal representations and methods,
however, has made it difficult for these systems to guarantee
safety or correctness of operation. In this work, we combine
techniques from Formal Methods and HRI to develop a
human-appropriate robot controller with guaranteed behavior,
and the ability to provide detailed feedback when safe or
correct behavior cannot be guaranteed. We do so in the
HRI domain of Social Navigation, specifically addressing the
problem of navigating alongside a human.

Navigating in a safe, socially acceptable, communicative,
and predictable way is a key skill for any robot moving in
spaces shared with humans, especially when these humans are
not trained experts. Example scenarios include delivery robots
in offices, robots carrying tools and stock on factory floors,
nursing support robots in healthcare applications, and robotic
sales support in retail environments. These robots need to
navigate around humans, approach them for collaboration, lead
them from point to point, or walk with them while carrying a
load related to the human’s activity.

One aspect of Social Navigation is joint navigation between
a robot and human, such as a robot walking side-by-side with
a human [2], [3]. There are many cases where a robot should
maintain a certain position and orientation with respect to a
person. Consider a hospital patient walking down a hallway
with an oxygen tank or an intravenous medicine bag, a robot
supporting an older adult by carrying their groceries during
shopping, or a robot carrying tools for a human laborer. In
all cases, the robot would need to maintain a certain distance
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Fig. 5. Picture of two situations: (A) the robot is controlled by the SMT solver
method and is presenting the holonomic behavior walking sideways; (B) it is
controlled by the utility functions method and presenting the non-holonomic
behavior.

Fig. 6. One of the participants walking alongside the robot, in which the
green circles are the subgoals for the robot and the red ones for the person.

Fig. 7. Box plot of the overall trust score for each controller. The circles
show the trust score for each participant.

the two verifiable controllers with a baseline controller based
on utility functions with no explicit safety guarantees. All the
controllers had similar trust scores and the statistical analysis
showed no difference between the controllers. More study and
improved controllers are needed to draw any more conclusions.

In the future, we would like to introduce more uncertainty
into the model of the human and robot so we can be more
confident that the safety constraints will be met for differ-
ent situations. For example, there is some lag in the robot
responding to commands, due to both network and physical
limitations, which would be beneficial to include in the model
of the robot. The ”funnels” based on Lyapunov theory have
a natural way to include some noise into their model, which
we will do. We will also create a larger array of funnels that
the robot can execute to make its movement more natural and
applicable to different scenarios.

We also plan to introduce obstacles into the environment,
as all three controllers allow for this.

In addition, we plan to use markers on the feet to track the
position of the participants as opposed to the helmet. By using
markers on the feet, we will ideally get a better estimation of
the velocity and heading, since participants can look at the
robot and not change the orientation as detected by the Vicon
system.

Based on the feedback that the holonomic movement of the
KUKA youBot was not viewed in a positive light, we will
change the SMT solver method so the robot can present the
non-holonomic behavior as in the other controllers.
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Fig. 1. A robot walking alongside a human following subgoals.

from the person without falling too much behind. To do so,
the robot needs to infer something about the human’s future
movement, including where the person is heading and when
the person intends to turn a corner. Equally importantly, the
person would want assurances that the robot behavior is safe.

While there have been advances in developing robots that
navigate side-by-side with people [2]–[5] , in these works there
are no guarantees on the safety of the person or the success
of the robot in maintaining a desired distance.

At the same time, the Formal Methods community has
been developing techniques for synthesizing robot controls that
provide guarantees of safety and task completion [6]. These
formal approaches have also been used to provide feedback to
the user regarding possible failures the robot may encounter, if
no control is found [7]–[9]. While successfully used in various
areas of autonomous robotics, these methods have rarely been
applied to HRI scenarios, such as Social Navigation.

In this work, we combine insights and techniques from HRI
and Formal Methods to synthesize control inputs for a robot
traveling with a person while maintaining safety guarantees
and automatically generating feedback.

A. Related Work

1) Social Navigation: A large body of work in HRI has
been dedicated to the field of Social Navigation under the
premise that humans are a “special kind of obstacle” neces-
sitating a re-framing of the classic robot navigation prob-
lem [1], [10]–[12]. Within this area, several central models
have emerged, including the Social Force Model (SFM) [13]–
[15], and the Human Aware Motion Planner (HAMP) frame-
work [16]. Some researchers have explored supervised learn-
ing to predict where a human will be to respect their personal
space [17], [18].

1



Most of these examples deal with approaching or avoiding
humans. In addition, a separate body of work tries to build
controllers for navigating side-by-side with a human. Some
researchers have investigated how to design a wheelchair that
would travel next to a caregiver or partner instead of in front
of them [19], [20]. Others use a provably-safe motion planner
to navigate a robot around a human [21]. They incorporate
the uncertainty in human motion through predictive models
and plan the robot’s motion in real time. However, in [21],
the robot does not provide feedback to the human and it is
completely up to the robot to maintain a safe distance.

Another example of side-by-side navigation controllers uses
utility-based algorithms to decide on the robot’s next step,
given a set of possible goals, with or without knowing which
goal the human is currently traveling to [2], [3], [5]. In order
to do this, the preferences of people for side-by-side travel,
such as distance from each other and speed, were modeled.
This was found to be more natural than simply using velocity
to predict where the person will be next and moving to the
point that will be next to the person.

2) Synthesis through Satisfiability Modulo Theory (SMT):
In this paper we utilize an SMT solver to synthesize control
actions for the robot. Given a set of Boolean and continuous
variables, and constraints over them, an SMT solver will return
a satisfying assignment to the variables or will state that the
constraints are unsatisfiable. In the context of robot control,
SMT has been used for composing motion primitives, for
example, [22] use a SMT solver to synthesize motion plans
for a multi-robot system. They impose constraints on the
formation of quadrotors in a static environment and compute
the composition offline. Similarly, [23] uses SMT solvers to
compose safe motion primitives in the context of task and
motion planning problems.

In [24], the authors generate motion plans for a robot
performing a mobile manipulation task and use an SMT solver
to find a plan that satisfies a set of logical constraints. If the
motion plan does not comply with all of the constraints, a
new motion plan is generated and verified. In [24], the SMT
solver is used as the verification step in an inductive synthesis
process rather than the primary synthesis tool, as in our work.

3) Automated feedback for infeasible tasks: When a specifi-
cation cannot be synthesized, researchers have leveraged SAT
solvers and counter-strategies to either pinpoint which parts
of the specifications are inconsistent [8], [9], [25], [26], or
what an adversarial environment can do to make the robot fail
[7]–[9], [25]–[28]. This feedback is typically provided offline,
during synthesis time, using natural or structured language [9],
[26], [28]. In this paper we provide online feedback regarding
constraint violation.

II. APPROACH

In this section we describe the process of encoding both
the social and safety requirements of the joint navigation
problem as an SMT formula, and the use of an SMT solver
to synthesize guaranteed controls for the robot. If no controls
exist that satisfy the requirements, the structure of the SMT

formulation allows the robot to provide feedback regarding
infeasible requirements in human-understandable terms. This
enables the human to take corrective actions and the robot to
resume correct navigation.

A. Satisfiability Modulo Theory (SMT) Solvers

Satisfiability Modulo Theory (SMT) solvers are automated
reasoning engines capable of solving problems involving
Boolean combinations of predicates (typically inequalities)
from different theories. These theories include Linear Integer
Arithmetic (with constraints such as x0 ·C0 + . . .+ xi ·Ci ≥
Ci+1) as well as non-linear Integer and Real Arithmetic (with
constraints such as sin(x)+cos(y) > 0.5). Roughly speaking,
SMT solvers alternate solving a Boolean satisfiability problem
where truth values are assigned to the predicates, and theory
solving, which attempts to find solutions to the mathematical
inequalities that correspond to those truth values. Today,
there are several popular SMT solvers that share a common
standardized interface [29]. The two most popular for formulas
involving large numbers of different theories are CVC4 [30]
and Z3 [31], but there are also several solvers specialized in
particular classes of formulas, for example, dReal [32] can
solve problems involving nonlinear real functions.

B. Control Synthesis

To generate the control for the robot, we encode an SMT
formula over the following continuous variables and constants:

• The current and next pose of the robot and the hu-
man in a 2D workspace xα, yα, θα, where α =
{RC,RN,HC,HN}, RC = Robot current, RN = Robot
next, HC = Human current, HN = Human predicted next

• The next robot control vR, ωR corresponding to forward
and angular velocities, respectively

• The current human speed vH
• The time step dt
• Constants dθRH and dvRH to encode the maximum dif-

ference in robot and human velocities and orientation,
respectively

• Constants dmin, dmax and dminWall to define the mini-
mum and maximum distance between human and robot,
and the minimum distance between robot and walls to
avoid collisions, respectively

• Constants vRmax and wRmax to limit the robot’s forward
and angular velocity, respectively

• The map (coordinates of the walls)

Robot dynamics: We model the dynamics of the robot as a
differential drive robot and encode it as:

ϕdymanics =

xRNyRN
θRN

 =

xRC + vRdt cos θRC
yRC + vRdt sin θRC

θRC + ωRdt

 (1)

Human motion prediction: The generated control for the
robot depends on the predicted pose of the human, which is
encoded as part of the SMT formula:
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ϕhuman =

xHNyHN
θHN

 =

xHC + vHdt cos θHC
yHC + vHdt sin θHC

θHC

 (2)

Desired behavior: We encode the desired robot behavior in
additional predicates which include integer variables bi ∈
{0, 1}, emulating Boolean variables indicating whether a con-
straint is satisfied or not. If the value of bi is 1, the constraint
is satisfied, while if it is 0, the constraint may or may not
be satisfied for a valid solution of the SMT formula. If the
SMT solver finds a solution where all bi are 1, then all the
constraints are satisfied. If not, the bi are used to generate
feedback, as described in Section II-C.

It is important to note that the solution provided by the
SMT solver satisfies all the constraints, but it is not optimized
w.r.t an objective function. There may exist multiple satisfying
assignments to the variables, but only one solution is returned.

1) Correct Distance to Human: The robot should maintain
a minimum distance from the human to avoid collision (dmin),
but also not move too far away (dmax) to maintain socially
acceptable behavior. The distance between the human and the
robot (dRH) is calculated according to Equation 3.

dRH =
√
(xRN − xHN )2 + (yRN − yHN )2 (3)

We encode the distance constraints in Equation 4 with the
integer variables bmin and bmax.

(bmin(dRH − dmin) > 0) ∧ (bmax(dmax − dRH) > 0) (4)

2) Obstacle avoidance: The walls in the map are repre-
sented as vertical and horizontal line segments. In order to
guarantee that the robot will not collide with any wall, it should
keep a safe distance (dminWall) from them. Equation 5 encodes
this constraint, where bmap is an integer variable and dRWall

is the distance, calculated as the infinity-norm, between the
robot’s next pose and the nearest wall.

bmap(dRWall − dminWall) > 0 (5)

3) Maximum forward and angular velocity: The robot
should never travel or turn faster than a set limit (vRmax
and ωRmax, respectively). These limits can either be due to
physical limitations of the robot or user preference. Equation
6 shows this requirement, where bV is an integer variable.

bV (vRmax − vR) > 0 ∧ bV (ωRmax − wR) > 0 (6)

4) Similar orientation and relative speed: In order to
achieve natural side-by-side motion, the robot’s orientation and
speed should be similar to the human’s.

(bsimilar(|θHN − θRN | − dθRH) 6 0)

∧ (bsimilar(|vHN − vRN | − dvRH) 6 0)
(7)

5) Satisfiability of maximum number of constraints: In
order to make sure all constraints are satisfied, we add a
predicate that requires all the integer variables to sum to 5,
forcing each to be 1 as shown in Equation 8.

bmin + bmax + bmap + bV + bsimilar = 5 (8)

The full SMT formula is the conjunction of Equations 3-8.
In this work we use the SMT solver dReal [32] that allows
for predicates that are nonlinear inequalities. The computation
time on a 64 bit desktop machine running Ubuntu 14.04 with
8 GB RAM and a 3.6 GHz processor is approximately 0.02
seconds, which enables real-time control synthesis.

C. Feedback through SMT

If the SMT solver returns UNSAT (unsatisfied) then not all
constraints can be satisfied; therefore, we decrease the sum in
Equation 8 to 4, allowing for exactly one of the constraints to
be violated. If the solver then returns SAT (satisfied), based
on the values of bi we know which constraint is infeasible.
This enables us to create specific feedback that we are able to
give to the human, similar to feedback one human might give
to another through verbal or nonverbal communication.

In addition, we calculate new controls for the robot, such
that safety is guaranteed:
• Violation of collision and obstacle avoidance (bmin = 0

or bmap = 0): the robot stops immediately (v = 0, ω = 0)
• Violation of maximum distance to human (bmax = 0): the

robot follows the synthesized control but issues a warning
to the human

• Violation of maximum forward and angular velocities or
similarity constraints (bV = 0 or bsimilar = 0): the robot
maintains its previous motion as long as it does not collide
with obstacles but issues a warning

If the solver instead still returns UNSAT, this means that
more then one constraint is violated. We could continue to
decrease the sum of integers, but due to the fact that we want
the robot to calculate the controls in realtime, we instead
choose to stop the robot and wait until controls can be
generated with no more than one constraint violated. This will
happen when the human takes corrective action that causes the
constraints to become feasible again.

III. EVALUATION

We illustrate the advantages of SMT-based control and
the use of constraint-specific feedback by simulating joint
navigation scenarios. We use a simulated human with an
identical navigation policy in all the evaluations. We compare
this approach to the state-of-the-art utility-based predictive
control presented by [2], [3], [5]. In these simulations, the
robot has access to a map of the environment and knows both
its pose and the pose of the human.

A. Simulated Human Motion

In order to simulate the human behavior, we used a variant
of the Social Force Model (SFM) described in [13], prevalent
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TABLE I
COMPARISON BETWEEN UTILITY-BASED SIDE-BY-SIDE NAVIGATION AND SMT-BASED NAVIGATION WITH AND WITHOUT FEEDBACK TO THE HUMAN.

Social Navigation Method

Utility-based SMT without Feedback SMT with Feedback
Scenario

Attentive human, known
subgoals, fixed environ-
ment

Robot maintains position and orientation
with respect to human. With high cost,
collision is unlikely, but not guaranteed
to be avoided.

Robot maintains correct position and
orientation with respect to human and
is guaranteed to not collide.

Robot maintains correct position and
orientation with respect to human and
is guaranteed to not collide.

Unknown subgoals Relies on a known list of subgoals. Does not rely on knowing subgoals. Does not rely on knowing subgoals.

New environments Utility function is tuned to one environ-
ment and may not generalize to new en-
vironments easily. In practice, can reach
positions where there is no possible next
move, and robot deadlocks.

Less sensitive to specific environmental
parameters. Does not display deadlock.

Less sensitive to specific environmental
parameters. Does not display deadlock.

Inattentive human The utility function cannot guarantee
safety and can go into no-next-move
unrecoverable deadlock.

Inattentive human can violate specifica-
tion constraints and lead to unrecover-
able deadlock.

Can avoid deadlock, assuming the hu-
man reacts according to the feedback
given by the robot.

in Human Robot Interaction (HRI) research. In SFM, move-
ment is modeled using attractive and repulsive forces to goals,
other agents, and obstacles. Here, the human is attracted to
subgoals and repelled from the walls and the robot.

In [2], the authors empirically found that during side-by-
side walking, the average human speed is 1.09m/s with 0.11
standard deviation. In our evaluations, we used the same values
for human speed, in order to compare these methods.

a) Attentiveness: We demonstrate our systems with two
human behaviors: In one, they are attentive to the joint
navigation situation and choose paths that more easily make
way for the robot to move. In the second the human is inatten-
tive and chooses paths that may limit the robot’s movement
options. We achieve these behaviors by placing subgoals in
the environment in either useful or non-ideal ways.

B. Feedback

We compare two human-robot systems, one in which the
human does not get (or ignores) feedback from the robot,
and one where the human adjusts their motion based on the
feedback. For the latter, for each violated constraint, we adjust
the human’s motion as follows:
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Fig. 2. Human and robot trajectories using utility-based navigation on a
simple map with one intersection. Possible subgoals are depicted with stars.

1) Violation of minimum distance: The human increases
their orientation angle with respect to the robot. However,
since the robot has stopped, the human also needs to decrease
velocity, so the robot can subsequently catch up. Velocity and
orientation are picked at random from a normal distribution
(vH ∼ N (0.5,0.1) and θHN ∼ N (θHC ± 0.1, 0.05)). The sign
in the orientation normal distribution depends on the relative
position of the robot compared to the human.

2) Violation of maximum distance: The human decreases
its speed and angle with respect to the robot. The same values
are chosen for the normal distributions (vH ∼ N(0.5,0.1) and
θHN ∼ N(θHC ± 0.1, 0.05)).

3) Violation of maximum speed: The human only decreases
its speed. We pick vH ∼ N(0.5,0.1) and θHN ∼ N(θHC, 0.05).

4) Violation of collision avoidance: The collision avoid-
ance is violated when the human, for example, backs the robot
into a corner, still respecting its minimum distance. In this
case, we need the human to deviate from the robot, decreasing
its velocity more significantly and increasing its angle (vH ∼
N(0.2,0.1) and θHN ∼ N(θHC ± 0.1, 0.05)).

5) Violation of similar orientation and velocity: The hu-
man’s orientation in the next time step should be similar to
the robot’s previous one, thus θHN ∼ N(θRC, 0.05), as well as
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Fig. 3. Human and robot trajectories using SMT-based navigation on a simple
map with one intersection.
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Fig. 4. Human and robot trajectories using utility-based navigation on a
complex map with several possible subgoals (depicted as stars). As the space
parameters changes, the robot may reach a stopping point as all possible
considered points approach −∞ utility.
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Fig. 5. Human and robot trajectories using SMT-based navigation on a
complex map with several possible subgoals. The robot maintains a safe
distance from the human and enables the pair to traverse the more complex
environment, without need to change the parameters of the SMT formula.

its velocity vH ∼ N(vR + 0.1, 0.05).
6) Violation of more than one constraint: Since we do not

know which constraints were violated, the human’s velocity
should decrease significantly so the robot can recover to a safe
position (vH ∼ N(0.2,0.1) and θHN ∼ N(θHC ± 0.1, 0.05)).

IV. RESULTS

Table I shows an overview of the scenarios and attentiveness
behaviors compared in this section, and the outcomes for the
three navigation controllers used in this section.

A. Attentive human, known possible subgoals

Figure 2 shows the trajectory of the human and the robot
with utility-based control. The human is attentive and chooses
one of the available subgoals at the intersection. This is
comparable to the scenario described in [2], [3]. The utility-
based controller handles this situation well.

The SMT solver generates a similarly trajectory in this case
(Figure 3). It does so, however, without knowing about the
human subgoals, or even possible subgoals in the environment.

B. New or Complex Environments, Unknown Subgoals

The parameters of the utility functions used in previous
work and our simulations are based on human data collected

in a specific environment. One of the benefits of controllers
synthesized from high-level specifications is that they are less
sensitive to specific environments. We evaluate this capability
by using complex environments, with more corridors, and
more possibilities for human navigation decisions. In Figure 4
the strict utility-based navigation predicts the next human pose
based on its current velocity, heading, and time step, to be
outside the map, which results in the robot stopping its motion.

In contrast, SMT-based navigation is robust to new envi-
ronments and unknown subgoals as can be seen in Figure 5.
In Figure 5, there is a time lag between the trajectories: the
human walks in front of the robot in the section of the path
parallel to x-axis, thus they do not collide.

C. Inattentive human behavior

The above examples showed human behavior that takes
paths leaving room for the robot to navigate. However, if
we add inattentive behavior, such that the robot becomes
cornered, the SMT solver—while still maintaining the safety
guarantees—is likely to enter a deadlock due to the violation
of the specified constraints. In the example in Figure 6 the
human veers to the right, and in order to maintain similar
speed and orientation with the human, the robot does the
same. However, this behavior violates the collision avoidance
constraint, making the robot stop. The human, unaware of
the robot’s reason for stopping, continues on their trajectory
violating a second constraint, the maximum distance. In the
same scenario, the utility-based controller (Figure 7) also fails
to find a valid next pose.

One of the benefits of SMT-based control is that the robot
can pin-point the reason why the constraints were not satisfied,
and give feedback to the human. Figure 8, shows that if
the human responds to the feedback (“you are too close”),
the human-robot pair can continue to move. Specifically, the
feedback provided by the robot adjusts the human velocity and
orientation based on the strategies described in Section III-B,
enabling the pair to recover and reach their destination.

Figure 9 shows the distance between the human and the
robot using all three strategies with an inattentive human, as
depicted in Figures 6, 7, and 8. The SMT-based controller
without feedback loses track of the human when the con-
straints are violated. The utility-based controller also loses
track of the human when all possible next poses have −∞ util-
ity, after first violating the safety distance. The SMT controller
with feedback, in contrast, is able to recover from violations
of the specifications, and return to a correct trajectory.

Finally, Figure 10 demonstrates the flexibility of the SMT-
based controller with feedback and shows that it can adapt to
a variety of human trajectory choices, through complex maps,
and with an inattentive human strategy.

V. DISCUSSION

Our simulation results indicate that controllers synthesized
using formal representations of the robot’s constraints are
a promising approach to joint navigation. Using constraints
inspired by existing HRI methods, we can keep the same
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Fig. 6. SMT-based navigation on a more complex
map with the human veering inattentively to the
right. This action violates the maximum distance
and collision avoidance constraints, thus the robot
stops while the inattentive human continues walk-
ing.
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Fig. 7. Utility-based navigation on a more com-
plex map with the human veering inattentively to
the right. Near the first subgoal, the robot can
not compute a valid next pose so it stops and the
controller terminates.
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Fig. 8. SMT-based navigation with feedback on
a more complex map with the human veering
inattentively to the right. Here, the robot gives
feedback to the human, who corrects their trajec-
tory and the pair reaches the goal at top right.
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Fig. 9. Distance between the robot and human in the simulations shown in
Figures 6, 7, and 8. Without feedback, the utility function and the SMT-based
approaches result in the robot stopping, therefore the distance increases past
the maximum allowed distance and continues to increase. When the robot
provides feedback, transient violations are recoverable.

0 3 6 9 12 15 18
x (m)

0

3

6

9

12

15

18

y 
(m

)

Robot
Human

 

0 3 6 9 12 15 18
x (m)

0

3

6

9

12

15

18

y 
(m

)

Robot
Human

Fig. 10. Human and robot trajectories using SMT-based navigation with
feedback on a more complex map can also handle a variety of human path
choices with an inattentive human, without additional parameter tuning.

characteristics of natural collaborative motion with the added
benefit of safety and feedback. Using a traditional state-of-the-
art HRI controller there is a chance, however unlikely, that
the optimization returns a motion plan that drives the robot
towards an obstacle or even the human. This is prevented by
the use of the continuous SMT constraints.

In addition, our method does not rely on knowing anything
about the environment or subgoals, which allows us to gener-

alize the robot’s behavior more easily. We demonstrate this by
using the same SMT formulation for a variety of environments
and paths through these environments (see Figure 10).

In its effort to maintain safety, the SMT-based controller,
however, stops when the safety constraints cannot be met. This
can result in a deadlock, especially if the human is inattentive
to the joint navigation and chooses a path that forces the robot
into a position from which there are no safe or correct paths.

An additional benefit of controllers synthesized from formal
specifications addresses this issue, by providing feedback to
the human about what caused the robot to stop. We show that
if the human takes this feedback into account and adjusts their
behavior based on the specific problem the robot communi-
cates to them, joint navigation can be resumed.

VI. CONCLUSION, LIMITATIONS, AND FUTURE WORK

We describe a novel approach to robot social navigation that
integrates insights and techniques from Formal Methods and
HRI to achieve joint human-robot navigation. We demonstrate
the feasibility of an SMT-based synthesized controller which
can recover from deadlocks by giving the human feedback on
failure to achieve the specified constraints.

One of the limitations of this work is that we have
demonstrated and compared the controllers in a small set of
environments. In the future we plan to extend our evaluation
to real human trajectories, more complex models for both the
human and the environment, and multiple agents.

As a next step, we plan on implementing these controllers
on a physical robot, and evaluating it in human-subject ex-
periments with respect to the task performance of the robot
and people’s perceived safety and comfort. We also plan to
integrate optimization methods, in order to not only find one
correct and safe path, but the best path (according to relevant
metrics) for given formal specifications.

Still, the results from this work show promise that using
Formal Methods and controllers automatically synthesized
from a high-level task specification can provide safety, gen-
eralizability, and explainability beyond existing computational
methods for HRI, and should be considered for other HRI
domains.
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