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Abstract—This paper suggests to turn to the performative arts
for insights that may help the fluent coordination and joint-
action timing of human-robot interaction (HRI). We argue that
theater acting and musical performance robotics could serve as
useful testbeds for the development and evaluation of action
coordination in robotics. We also offer two insights from theater
acting literature for HRI: the maintenance of continuous sub-
surface processes that manifest in motor action, and an emphasis
on fast, inaccurate responsiveness using partial information and
priming in action selection.

I. INTRODUCTION

Human acceptance of personal, social, and service robots
depends on a number of factors in terms of the robot’s behav-
ioral and surface traits. Several studies have been dedicated to
the effects of robot appearance on humans [e.g. 18,10, 15]], and
much of the human-robot interaction literature deals with the
effects of the verbal and non-verbal content of robot behavior,
such as the selection of utterances, gestures, and gaze behavior
on the part of the robot [e.g. [17, 22, and many more].

However, humans are sensitive not only to the content,
symbols, and categories of interaction tokens, but also to their
timing. In human-human joint activities, subjects care about
when verbal and non-verbal events occur [6]. Timing effects
have also been shown in human-robot interaction, most notably
with respect to delays of robot activity relative to human
actions [24, 26]. In our own work, we have shown that not only
discrete post-action delays, but also anticipatory action relative
to human activity at sub-action resolution causes subjects to
evaluate virtual characters and robots as more fluent, more
committed, and more contributing to the team, when compared
to robots that were purely reactive, and thus trailing the
subjects’ behavior [11 [12].

Still, most current HRI models are structured in discrete-
action turn-taking frameworks, based on dialog, planning,
and state-action models. This results in a rigid stop-and-go
interaction, which is often neither efficient nor fluent, but
instead imposes unnatural structure on human participants.
Research in action fluency, sub-action coordination, and timing
could therefore prove valuable for the acceptance of robots by
untrained humans.

II. ROBOTS ON STAGE

For several years we have been using stage performance
robots as a framework to develop and evaluate methods for
temporally coordinated human-robot activities.

Stage performance, whether theatrical or musical, is valu-
able both as an implementation platform and as a testing
ground for HRI research. On the one hand, it is relatively
constrained, be it by script, by score, or by set design,
thus limiting the perception and actuation expectations of a
robotic system. On the other hand, it can provide for a rich
environment in which a robotic agent meshes its actions with
a human partner, incorporating dialog, sensory processing,
action selection, and action timing. Importantly, stage perfor-
mance can allow researchers to isolate elements of human-
robot interaction, while fixing other aspects as necessary.

A theater robot could, for example, have pre-programmed
verbal cues and positions, but would still need to respond in
real time to the particular actions and timing parameters of
human actors or audiences, which will vary from performance
to performance. In music, a robot could be limited to a certain
scale, while still be required to improvise in real time based
on other musicians’ phrases, styles, tempi, and rhythms.

Furthermore, performances are rich in that they may in-
corporate verbal and non-verbal behavior; and audiences of
theatrical and musical performances are highly sensitive to no-
tions of action coordination, timing, and fluency, emphasizing
these aspects of human-robot interaction.

Robotic theater may thus prove to be a good candidate for a
“grand challenge” of fluent human-robot joint action, dialog,
collaboration, and joint activities.

Fig. 1.
system.

Scene from a stage production using the described robotic theater

That said, historically robotic stage performers have been
few and far between. Most work has dealt with fully scripted
or extremely simple behavior on one end of the spectrum (for a
good review, see Dixon [9]) or with fully teleoperated robots



on the other [18] 23]. In several performances, robots have
been partnered with each other on stage without the inclusion
of a human scene partner [3| [19]].

In our own work, we have developed an authoring system
for human-robot theatrical performances, using a standard
analysis of a play according to modern acting methodology:
in this system, a scene is a sequence of short beats, each
of which describes a gesture on the robotic character’s part.
Beats are animated separately, and annotated in terms of their
timing with respect to the human actor’s action. In the same
project, we also developed a hybrid control system, which
allows a puppeteer to time the responses of the robot at sub-
action resolution, while allowing the robot to autonomously
control other aspects of the performance, such as eye-gaze
inverse kinematics, animacy layers, and motion layering and
interpolation [14].

As for robots used in musical performances, much of the
research focuses on sound production, and does not address
interactive aspects of musicianship. Most musical robots can
be classified into two groups: robotic musical instruments,
which are mechanical constructions that can be played by live
musicians or triggered by pre-recorded sequences [27, [7]]; or
anthropomorphic musical robots that attempt to imitate the
action of human musicians [28} 32]. Only a few attempts have
been made to develop perceptual, interactive robots that are
controlled by autonomous methods [} [33]].

Recently, we demonstrated a real-time adaptive and au-
tonomous robotic improvisation system, using anticipatory
timing and gesture-based opportunistic improvisation to con-
tinuously adapt the robot’s improvisation and choreography,
while playing simultaneously with a human musician [13].
The system uses anticipatory beat-matched action to enable
real-time synchronization with the human player, while still
allowing for the dynamic adaptation required in an improvi-
sational music ensemble.

Both our systems, the theatrical and the musical, were used
repeatedly in live performances, and demonstrated simulta-
neous adaptation to the human performance and real-time
responsiveness for human-robot fluent coordination.

Fig. 2. Scene from a live performance using Shimon, a gesture-based musical
improvisation robot.

III. ACTING LESSONS FOR HRI

But the utility of theater goes beyond using the stage as
a human-robot interaction laboratory. Human acting method
and theory holds valuable insights into some of the questions
researchers in HRI are also tackling. An actor’s preparation of
arole includes a systematic investigation of what gesture, body
pose or physical action best describes the internal drive and
objective of their character in different contexts. Good actors
pay attention to conventions of nonverbal communication
and often need to take on the difficult task of portraying
complex trajectories without words. Much of the repetitive
practice actors engage in is aimed to perfect the timing and
coordination between a number of agents acting together.

These challenges bear similarity to those one faces when
designing behaviors for human-robot interaction.

In a way, personal and social robots are required to “play
a part” in their human environments, displaying artificially
constructed social signals and accommodating human expec-
tations. Viewing personal robots thus as “actors” on the human
stage, with an aim of achieving higher acceptance with their
audience through improved timing coordination, it could make
sense to look towards acting method and theory for design
guidelines and cues.

Indeed, a reading of several canonical texts on modern
theater acting holds valuable insights for designers of fluently
meshed human-robot coordination systems. Two of these,
discussed below, are continuity and responsiveness:

A. Continuity

Nineteenth-century acting was much akin to human-robot
interaction today. According to the prevalent method—known
as the DelSarte system—behavior was analyzed and sepa-
rated into discrete action tokens, which were stringed to-
gether into a performance [31]]. Modern acting—usually called
the Stanislavski Method, or simply “the method”—takes a
decidedly different approach, in which surface actions are,
in fact, representations of continuously evolving sub-surface
developments in the arc of a performer.

Sonia Moore, author of the definitive book on the
Stanislavski method, quotes Eugene Vakhtangov saying “[a]
unit in a role or a scene is a step in moving the through-line
of actions toward the goal,” [21]]. This as opposed to the unit
being a single line of dialog or a stage direction by itself.

The method also encourages actors to not memorize the
lines, but instead to focus on analyzing a scene in terms of
moving powers, objectives, obstacles, and intentions, leading
to choosing actions.

Other teachers share this view. Michael Chekhov speaks of
“Psychological Gestures” that draw on the character’s “definite
desire” in a scene [4], and Augusto Boal, too, stresses that any
particular action results from the character’s desires, will, and
needs [2].

This then leads to the concept of the inner monologue,
which is heavily emphasized by Moore’s method.

“[Your inner monologue] is more important than
memorizing your lines [...]. The right inner mono-



logue will bring you to your lines, and you may have
entirely different intonations.” [21]]

The actor’s inner monologue must carry on the whole time
the actor is on stage, whether they say something or not. This
inner monologue should usually be laid out in detail while
preparing for a role, and lends the actor credibility of an
internal process while they’re on stage, leading up to the lines
and thus preventing the lines to be uttered in a void.

1) Application to robotics: The notion of maintaining con-
tinuity through inner processes has applications for personal
and interactive robots, and could be prescriptive when aiming
for fluently behaving robotic agents.

Just as an actor is advised to constantly conduct an inner
monologue to achieve continuity and realism in their behavior,
and to make their externally evident actions internally based,
action selection in interactive and personal robotics could also
benefit from stemming not only from the most recent input
and decision-node, but instead growing out of a continuous
and multi-layered stream of constantly changing internal pa-
rameters.

Endowing an HRI robot with such an “inner monologue”
might have a similar effect on robots as it has on human actors,
i.e. result in a more natural and continuous interaction. It could
thus help avoid the command-and-response behavior robots
usually display, and lead to more fluency and acceptance in
human-robot joint activities.

Moreover, the physical manifestations of this internal pro-
cessing, in the form of semi-pronounced gestures, lexical
lookup gestures, and emotional motor activity, could serve
both the appeal and the readability of the robot’s internal
processes.

A possible implementation is an opportunistic action selec-
tion mechanism, in which robot activity is continuous, based
on the above-mentioned physical manifestations. The robot
can, at any point in time, choose to fully produce one of
several implied actions. The actual action selection occurs
opportunistically based on current perceptual processing, but
in concordance with the continuous internal processing and its
motor manifestations.

In our work on musical improvisation robots, we have used
a similar approach, in which the robot is continuously moving
during its improvisation process. In that system, the robot does
not respond discretely to a human’s phrase, but instead plays
continuously. At times, the robot opportunistically responds
to a human cue when it fits the current musical movement.
At other times, it merely integrates the human’s motifs and
styles into the parameters specifying the current improvisation
algorithm [13]].

B. Responsiveness

A second principle appearing in much of the acting theory
and method literature is that of quick and intuitive responsive-
ness. New York City acting guru Sanford Meisner is generally
credited with the emphasis on responsiveness in acting. His
rule, embodied in a now famous “repetition exercise”, states
“[d]Jon’t do anything unless something happens to make you

do it. What you do doesn’t depend on you, it depends on the
other fellow.” [20]]

In another place, he commands that “acting isn’t chatter,
it’s responding truthfully to the other person”. This rule,
in Meisner’s method, is the key to responsiveness, and to
meaningful behavior in the on-stage collaboration between two
actors.

Meisner is not the only acting theorist to find that the focus
of a scene is not happening within any of the actor’s minds, or
even behaviors, but in the space between the two actors. Viola
Spolin calls this notion “communication”: “the techniques of
the theater are the techniques of communicating. The actuality
of the communication is far more important than the method
used.” [30]

Similarly, Ruth Maleczech speaks of “repercussion”: “[t]he
other actors are, for me, like the bumpers in a pinball machine.
I shoot my pinball, my image, and it goes tch, tch, tch,
bouncing off those bumpers, each hit having its repercussion.
Often the next image will come directly from the response of
the other actor.” [in [29]

Moore adds that “[e]nsemble work means continuous inner
and external reaction to each other.”

These principles are often manifested in actors’ exercises,
in which pairs of actors need to respond quickly and directly
to other actors’ behaviors, words, or actions. In the escalation
of quick responses, a flow emerges that is then translated into
the scripted segments of the final performance.

1) Application to robotics: At first glance, this acting
maxim seems trivial for interactive robots. After all, robots
are inherently reactive machines. Both the cybernetic tradition
formulates robot behavior in terms of responses to the envi-
ronment, and also early interactive performance robots “moved
and emitted different sound patterns in response to movements
and light changes going on around them” [9].

However, looking at the particular exercises that embody
this principle, emphasis is usually put on the speed, imme-
diacy, and timeliness of the response, rather than merely on
the mutual structure of the exchange. In these interactions,
synchronizing one actor’s actions with the other’s, while
maintaining mutual responsiveness, is key.

There has been some work on human-robot synchronization,
both in the musical and non-musical domain. These include
real-time auditory beat detection with gradual step changes in
a humanoid [34] multi-modal perception for robotic drummer
synchronization [5]], interactive human-robot improvisation
sessions [33]], and most recently, a robot that tracks the beat
of both music and a conductor’s baton to time its movements
[L16].

Our own approach to carry over the notion of Meisner
“responsiveness” to interactive robotics is a two-tiered frame-
work in human-robot dialog, be it verbal or non-verbal. One
part is the immediate, quick response, potentially based on
incomplete information; the other is be a more calculated,
processed response following later in the interaction.

In previous work on anticipatory action selection, we devel-
oped a system that—in some cases—acts quickly and based



on partial information. The robot in those experiments could
then correct its initial movement when more information
accumulated. In human-subject studies we found this to lead
to evaluations of higher fluency by human members in human-
robot teams [12]].

Another method to achieve something akin to “intuitive re-
sponsiveness” is to prime the robotic system towards a certain
input, be it perceptually or physically. Perceptual priming can
lead to reduced action selection response time, as we have
shown in our work on top-down anticipatory action selection
for human-robot teamwork. Similarly, physically positioning
the robot towards an action, a method we have used in our
robotic musicianship work, can result in faster motor response,
leading to a more concurrent joint action system [13].

IV. CONCLUSION

In summary, we argue that humans are sensitive to timing
and fluent action coordination, both among themselves, and
in their interaction with artificial agents and robots. With
the aim of improving the timing of coordinated human-robot
interaction, we suggest to turn to the performative arts for
inspiration, as these have a long history of action-timing
methodology.

Specifically, we argue that theater acting and musical per-
formance robotics could serve as useful testbeds for the
development and evaluation of action coordination in robotics.

Moreover, we survey acting literature as it applies to devel-
oping robots that interact fluently with human counterparts. A
reading of acting method texts suggests two insights for HRI:
maintaining continuous sub-surface processes that manifest in
opportunistic external behavior; and focusing on fast, imme-
diate responsiveness in action selection, even in situations of
incomplete information.
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