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ABSTRACT
We describe a physical interactive system for human-robot
collaborative design (HRCD) consisting of a tangible user
interface (TUI) and a robotic arm that simultaneously manip-
ulates the TUI with the human designer. In an observational
study of 12 participants exploring a complex design problem
together with the robot, we find that human designers have
to negotiate both the physical and the creative space with the
machine. They also often ascribe social meaning to the robot’s
pragmatic behaviors. Based on these findings, we propose four
considerations for future HRCD systems: managing the shared
workspace, communicating preferences about design goals,
respecting different design styles, and taking into account the
social meaning of design acts.

Author Keywords
human-robot interaction; collaborative design; tangible user
interfaces

CCS Concepts
• Human-centered computing → User studies; Collabora-
tive interaction;

INTRODUCTION
In this work we study how humans design a complex system
together with an autonomous robot. Robots have the potential
to be useful collaborators in design activities for two main
reasons: humans and AI agents complement each other as
designers [14] and designing in a physical space supports
collaboration and creative thinking [36, 27].

Motivated by these reasons, we developed a human-robot col-
laborative design (HRCD) system (Figure 1). In our system,
users place and arrange blocks representing design compo-
nents on a sensor-equipped work surface. A screen gives
immediate feedback about the current design configuration
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Figure 1. A human and a robot working together on a design task using
the human-robot collaborative design system described in the paper.

and allows recall of previous designs. The user is further as-
sisted by an autonomous robotic arm that tracks the user’s
action and manipulates the blocks together with the human to
achieve better designs.

We conducted an observational study (n = 12) in which partic-
ipants collaborated with the system on a design task. In video
observations and interviews, we find three themes. The first re-
lates to how human designers negotiate the physical workspace
and take turns with the robot. The second concerns how the
human and robot manage the “creative space” of the design
process, negotiating roles, goals, and strategies. Additionally,
we find evidence that participants attribute social meanings to
the robot’s pragmatic actions, even though we intentionally
did not design any social cues—such as facial expressions,
speech, or communicative gestures—into the system.

From these three findings we propose four design consid-
erations for future HRCD systems: managing the shared
workspace, communicating personal preferences about de-
sign goals, respecting and expressing different design styles,
and taking into account the social meaning of design acts.

https://doi.org/10.1145/3322276.3322343


Why Use Robots for Collaborative Design?
Robots have been suggested as collaborators for humans in
physical tasks such as manufacturing or assembly. But humans
and robots could make for good collaborators in solving com-
plex design problems as well. This is for two main reasons:

Humans and Machines Have Complementary Design Skills
Collaboration is integral to the practice of designing, as the
design process itself can be thought of as a conversation, or
dialectic, through which ideas emerge [7]. Multiple design-
ers can consider areas of specialized expertise and different
perspectives [4]. Tensions due to diversity in thinking styles
can lead to more effective creative solutions [49]. Finally,
human creativity is a social phenomenon and new ideas can
be generated through situated interactions with others [15].

The particular differences between humans and computers
make them especially well-suited to explore the complexities
of design together. Design problems are ill-structured, dy-
namic, and often context-specific [33]. This plays well into
human designers’ ability to adapt, contextualize, and inte-
grate prior knowledge across domains, whereas a computer’s
ability to evaluate many designs quickly and have less bi-
ases fills crucial gaps often found in human designers [14].
Mixed-initiative design between a human and a computer can
foster co-creativity through enhanced re-framing and lateral
thinking [31], and co-design between humans and multiple
computer agents can increase the number of perspectives con-
sidered during design [13]. Finally, humans can account for
priorities and preferences that are difficult to formally repre-
sent, while computer agents can consider factors that may be
difficult for humans to conceptualize, for example, optimizing
over high-dimensional spaces.

Physical Embodiment Benefits Design
Engaging physically with a design problem and other design-
ers amplifies the positive effects of designing collaboratively.
Physical embodiment allows for co-located, synchronous col-
laboration, enabling rapid feedback, more nuanced commu-
nication, easy joint reference to shared objects, shared local
context, access to implicit cues, and easier individual control
of interaction dynamics [36]. Embodying the design agent in a
robot promises similar benefits to human-computer collabora-
tive design that physical collaboration offers teams of human
designers.

Direct physical interaction also affects the way that we think
and learn together. Externalizing a design plays a critical role
in distributed cognition by enabling a “conversation with ma-
terials” that is qualitatively different because it is physical [4].
Physical action is coupled with human cognition, for example,
via epistemic gestures that allow us to understand concepts
through the movement [27]. The visibility of physical bod-
ies and embodied actions can also facilitate situated learning,
which can support the development of shared understanding
between collaborators [27]. Finally, embodiment increases
the risk of actions. Increased social risk can improve the
commitment and focus of designers [27].

Taken together, the complementary design skills of humans
and computers and the benefits of physically embodied design

lead us to propose the use of robots for collaborative design.
Human-robot collaborative design can contribute not only to
the literature in human-computer design, but also extend the
current state of the art in human-robot collaboration, which
mostly focuses on physical, rather than conceptual, activities.

RELATED WORK

Human-Computer Collaborative Design
Prior work in human-in-the-loop design typically frames the
process by either having the human evaluate designs proposed
by the agent, e.g. as the fitness function in an interactive ge-
netic algorithm [14, 5, 11], or having the agent find satisficing
solutions to a set of goals and constraints defined by the human
designer [44]. In some work, agents make suggestions to the
human based on user exploration [3, 30].

Human-Robot Physical and Creative Collaboration
Meanwhile, the rich literature on human-robot collaboration is
largely concerned with performing physical tasks. These tasks,
including assembly [1, 43], fabrication or construction [47,
48], rehabilitation [25], and sorting parts [18], often lack the
ill-defined structure and dynamic nature of design tasks. In
Wainer et al. [50] a robot coaches a human in solving the
Towers of Hanoi puzzle, but this task is more of a mathemat-
ical problem than a design problem and the robot does not
directly manipulate the puzzle. Kahn et al. [23] found creative
effects of interacting with a social robot when designing a
Zen rock garden. However, their focus is on the social and
conversational capacities of the robot, which does not itself
manipulate the garden, but rather prompts the human with
encouragement or visual stimuli to facilitate creativity. A
handful of projects have explored creative performance with
robots [21, 34]. While these deal with ill-structured tasks, we
are more explicitly interested in generative design problems
than performance or art.

At least one project has looked at using robots in a supportive,
but not creative, role for CAD design [37]. In contrast, our
work explores human-robot collaboration on an abstract design
task where both the robot and the human play a creative role
in generating new designs.

Tangible Interfaces with Robots
Tangible user interfaces (TUI) have been investigated as a
collaborative design support tool for teams of human design-
ers [26, 51, 28, 41]. Cassell et al. introduced "shared reality"
where an embodied conversational agent interacted in a virtual
world mapped to a physical interface [10]. In contrast, we
propose shared control over physical objects by two actors
in the same space. There is also prior work that uses TUIs
as a medium of coordination between a human and a robot.
However, in these cases, the TUIs are used as a mechanism for
the human to program or control the robot [17, 12]. Instead,
our work uses a TUI as a shared workspace through which a
human and a robot partner can manipulate shared objects to
explore and build a design together.

Against this background, we next describe the first contribu-
tion of our work: the development of an interactive system for
a human and a robot to collaborate on a design task.



Figure 2. The physical HRCD system is composed of a tangible user
interface (TUI) and a manipulator arm. The TUI software (bottom cen-
ter) evaluates designs and visualizes them, and passes the results to the
robotic system that selects designs (right) and builds them (top).

THE HUMAN-ROBOT COLLABORATIVE DESIGN SYSTEM
In our setup (Figure 2), the user sits across a tabletop TUI from
a robotic arm. Both human and robot can adjust a set of shared
blocks which, arranged on the TUI, represent the design they
are working on together. As the human adds, removes, and
moves blocks around different regions of the table surface, the
TUI system tracks the corresponding designs and evaluates
them. It visualizes the outcomes on a monitor to the side of
the table for the human to evaluate and sends the outcomes
to the robot, which reasons independently about the design
problem. When the robot wants to modify or try a new design,
it rearranges, adds to, or removes the blocks on the table in the
same way as the human (Figure 3).

In this work we focus on an important and common class
of design problems called Configuration Design. Configu-
ration design tasks require selection and arrangement of a
set of components to satisfy constraints, requirements, and
optional optimality criteria [35]. The configuration design
process is thus characterized by iteratively selecting compo-
nents, defining their relationships to one another in a design,
and evaluating and refining according to the prescribed ob-
jectives [9]. For example, when designing a race car, design
engineers have a choice of frames, engines, fuel components,
safety devices, and so on. These can be connected or posi-
tioned in different spatial relationships to each other and affect
performance outcomes such as cost, fuel efficiency, power, etc.
The design outcomes are often tied in complex ways to the
selection and integration of the components. Other examples
include designing a mobile phone from stock components, or
an irrigation system for agricultural purposes. Configuration
design problems are extremely common in industry, and map
well onto computational systems, including optimization and
search algorithms.

The Tangible Workspace
The TUI on which the human and robot explore their designs
is based on the reacTIVision ReacTable [24] and our prior

work [30]. Passive blocks, each tagged on the underside
with a fiducial marker, are used to represent different design
components. Through an infrared camera inside the table,
reacTIVision identifies and locates each block on the surface
by its fiducial.

The table surface has a “workspace” on which block “com-
ponents” can be spatially arranged to represent the current
design configuration. A separate region, which we call the
“staging area,” is reserved to hold blocks that are not currently
in use but are available to be added to the configuration by
either actor. Any blocks placed elsewhere cannot be seen by
the robot, but the entire space is free for the human to use as
they see fit.

Design Evaluations and Feedback
Block arrangements are translated into design configurations
and evaluated computationally. The outcomes are plotted on a
monitor next to the table. A human designer can select a data
point on the monitor to see the associated design projected
back on the table surface. This allows the human designer
to reconstruct a past design. In this work, we use a scatter
plot with each point representing one design, and the axes
representing the design objectives.

The Robotic Design Collaborator
Our robotic design collaborator is a Kinova Ultra Lightweight
7-DOF manipulator arm, driven by two main logical compo-
nents: an “Architect” search module that suggests designs to
try and a “Construction” subsystem that determines how to
create the suggested designs using blocks on the TUI. Com-
munication between the various components of the system is
handled using the robot operating system (ROS) [38].

The Architect: Selecting Designs to Build
The “Architect” is a ROS node that listens to all the designs
evaluated by the TUI. For each design, it scans random one-
step perturbations (e.g. a random component added or re-
moved). The Architect maintains a Pareto frontier of designs
across objectives including the human’s designs and its own
random perturbations. The frontier is recalculated for every
new design on the workspace. On request, it suggests a de-
sign from the current Pareto frontier. Suggestions are based
on blocks available, prior suggestions, and minimizing the
number of blocks that must be moved to realize the change.

The Construction Subsystem: Building Intended Designs
The “Construction” subsystem executes new designs using
three ROS nodes: the “Planner,” the “Operator” and the “TUI
Tracker.” The Planner obtains a design suggestion from the
Architect and translates it into a sequence of block changes.
The Operator takes the sequence of block changes and finds the
corresponding target blocks and placement locations. It calls a
planning library, MoveIt! [45], as well as the Kinova API [40],
to plan and execute each associated pick and place action
while handling failures that may occur. The TUI Tracker
tracks changes in the block arrangement and is responsible
for maintaining the mapping from the Kinova arm’s Cartesian
space to reacTIVision’s coordinate space.



Figure 3. As the human is exploring different designs by placing sensors into orbits on the table and monitoring the outcomes (top row), the robot
follows along and performs its own search. The robot suggests designs by moving blocks on the tangible interface in the same way that the human does
(bottom row).

The arm then sequentially moves the blocks necessary to real-
ize the new design. It finishes by withdrawing to a retracted
position off of the workspace. At this point, the Planner can
pause for a tuneable delay before requesting a new design
from the Architect. Note that the robotic arm moves slower
than the average user: its top linear speed is 20 cm/s [39], and
it pauses between individual moves.

STUDY SETUP AND ANALYSIS
The second contribution of this work is an observational study
of humans working with our system. We sought to address two
major research questions: What are the features of an HRCD
interaction; and what are the implications for designing future
HRCD systems?

The EOSS Design Problem
The design challenge we use as a case study for our system
is the configuration of an Earth-Observing Satellite System
(EOSS) [19]. In order to monitor the earth’s climate, design-
ers put together 12 types of sensors into five possible orbits.
Designs are evaluated based on how well they satisfy a set of
371 data collection criteria (this is called the design’s “science
benefit”), as well as on the system’s overall lifecycle cost.

The orbits pass over the earth at different local times, at dif-
ferent altitudes, and on different paths. The sensors, which

include instruments like an ocean spectrometer and a vegeta-
tion laser sensor (LIDAR), measure different climate-related
quantities. They can have active or passive illumination, differ-
ent power requirements, mass, field of view, and other features
affecting the overall design. Deploying sensors in different or-
bits can significantly affect the data they collect and how much
they cost. In addition, sensors deployed together can interact
in complex positive or negative ways. For example, launching
two particular sensors together may cost less than launching
them separately, but they may interfere electronically, reducing
their usefulness.

We choose this real-work design task for three reasons. Firstly,
it is comparable to other complex configuration design prob-
lems. Designers choose components and spatially arrange
them to build a configuration. Similarly to many other com-
plex configuration design tasks, the choice and arrangement
of components and the complex interactions between them
have a direct effect on design outcomes. Secondly, there is an
established custom rule-based architecture evaluation engine
called VASSAR [42] to evaluate designs. In this study, we use
VASSAR to simplify the evaluated outcomes and provide two
numbers as feedback for designers, a percentage for “science
benefit” and a dollar value for “cost.” Lastly, the problem
is open-ended enough to allow for diverse design styles and



Figure 4. Each session was video and audio-recorded, with log files
recorded for the robot’s actions and design evaluations. Video data in-
cluded a frontal view of the participant, an overhead view of the table, a
screencast of the design outcomes plot shown to the participant, and the
status output from the robot’s “Planner” node.

goals. Participants can be minimalist in their goals: they may
value low-cost designs even at the expense of performance.
This introduces the possibility of collaborative negotiation of
design objectives, which is a characteristic that can generalize
to other design problems.

Procedure
The study was conducted in a laboratory room designated
for observational studies, with controlled lighting, and no
additional visual distractions.

After providing informed consent, participants watched a five-
minute video that explained the design task and the tangible
interface. We then asked them to spend up to thirty minutes
working on the task with the robot encouraging them to think
aloud about their design process and considerations. During
the first five minutes, participants would design on their own,
without the robot intervening, so the agent could collect in-
formation about possible designs. At the end of the session,
participants took part in a short semi-structured interview that
probed their approach to the design task and experience work-
ing with the robot. Depending on the participants’ engagement,
interviews lasted between 4-17 minutes. Participants could
withdraw and end their session at any point during the study.
Prior to running the study, we refined our system and our study
protocol based on feedback we received from six pilot studies.

Participants
We recruited 12 users to design satellite systems with our
robotic arm. All participants were students; nine were un-
dergraduate students and three were graduate students. Ages
ranged between 19-25 years old. Six of our participants were
female. We recruited participants using a university study re-
cruitment system, in addition to advertising through a teaching
assistant program and a class. All participants were compen-
sated with $20 or extra credit for their time.

Data Analysis
With participants’ consent, we recorded the studies and inter-
views using video and audio (Figure 4); log files were also
kept of the robot’s actions, as well as all the designs and

associated outcomes attempted by the human/robot pair. Par-
ticipants signed release forms that indicated whether or not
they consented to the use of their likeness in publications.

Using thematic analysis [8], we extracted themes from our
videos and interview transcripts in two passes. Interviews were
transcribed by a third party service and manually corrected
for errors by the researchers. On a first pass, the material was
divided among three coders who each identified noteworthy
events in their portion of the data. From these events, the
coders collectively determined five common themes as the
focus of the next pass: Sensemaking, Turn-taking, Roles, Trust,
and Exploration Styles.

On a second pass, each coder focused on identifying instances
of these themes, compiling a summary for each session and
presenting to the rest of the group. From the second pass,
we distilled three overarching themes from the five original
themes: Sharing Physical Control of the Design Interface,
Sharing Creative Control of the Design Process, and Attribut-
ing Social Meaning to Actions. For each of these, we compiled
emblematic behaviors and counted users that exhibited them.
Each instance was verified by a second coder, with disputes
settled by the third. Finally, we collectively agreed on strong
instances that illustrate each of the findings for publication.

In addition, we extracted data from our log files to characterize
each of the sessions (Figure 5). We experienced technical
issues with the TUI in two of the sessions and with the robot
in two others. However, the participants were still able to
explore designs with the robot, and we were able to extract
meaningful findings from the interactions despite the issues.

OBSERVATIONS
The 12 participants worked for, on average, 22 minutes
and 43 seconds (sd=7:43, min=8:34 , max=30:18, me-
dian=25:14), evaluating on average 138 designs (sd=54.49,
min=42, max=241, median=137). Designs averaged a sci-
ence benefit of 0.1479 (sd=0.0385, min=0.0526 , max=0.1819,
median=0.1614) and a cost of $2.627 billion (sd=$0.6259 bil-
lion, min=$1.231 billion, max=$3.605 billion, median=$2.701
billion).

Figure 5 shows the rate at which participants explored designs
alone and with the robot, as well as the design outcomes as-
sociated with each user, allowing comparison between user
strategies. For example, we can see that Participant 5 explored
more slowly than Participant 7, indicated by the lighter shad-
ing, but worked longer with the robot. In the scatter plots
we can see that, when working with the robot, Participant 5
tended to explore lower-cost designs than Participant 7, and
still found some configurations with higher science benefit.
Participant 5 said she would work with the robot again, while
Participant 7 would not, indicated by an asterisk in the figure.

Video Analysis
From the video analysis of the design sessions and the follow-
up interviews, we identify three themes relating to how partic-
ipants negotiate the collaborative design process with a robot.
The first theme relates to negotiating the physical space of the
interface, and the second relates to negotiating the creative



Figure 5. This breakdown of each collaborative design session shows a density plot of the frequency at which participants evaluated designs alone and
with the robot (left), and the outcomes for each design evaluated (right). The right plots also show the Pareto frontier of all designs explored during the
study as a reference. P4 and P10 have been adjusted to remove time spent repairing technical faults.

space of the design exploration. In a third theme, we observed
that people engaged with the robot in a social way, despite the
purely pragmatic design of our system.

Negotiating the Physical Space of the Tangible Interface
Observations related to negotiating the physical space can be
further broken down into coordinating turn-taking and coordi-
nating the spatial use of the shared table.

Coordinating Turn-Taking
With regards to turn-taking, we observed two issues:

• Varied Response to the Robot Taking a Turn: The majority
of the time, participants tried to take a strict turn-taking
approach with the robot. As one explained, “I didn’t do
stuff at the same time [as the robot]. [...] I let it go about
its thing” (P6-F-20)1. When the robot moved to make a
change, sometimes to the surprise of participants, most of
them responded by pausing for the robot mid-action. Some
participants abruptly retracted physically and some adopted
deferential poses: stepping back, pulling their hands to their
chests, putting them behind their backs, or in their pockets.

1We refer to participants by id-gender-age, e.g. P1-M-21 is Partici-
pant 1, male, 21 years old. See also “P1” in Figure 5.

At other times, participants continued experimenting with
blocks while the robot moved through the workspace, de
facto ignoring the robot’s action. Changing the block config-
uration while the robot moves alters its design suggestions,
and can make the robot’s move be less effective. Also, the
human might remove a block the robot is reaching for, caus-
ing the robot to grasp vainly at the vacated spot and, failing
to find the block, retract slowly. Some participants ignored
this and kept working, while others who noticed this failure
waited for the arm to finish moving. After realizing that she
had moved a block the robot wanted to take, one participant
(P5-F-19) returned it to its original position and waited,
hoping the robot would come back for the block.

• Determining What Constitutes a Turn: Given the turn-
taking approach that most participants took, understanding
what actions delimit a single turn was an important chal-
lenge. Our robot defined a turn as the sequence of block
movements necessary to realize a single new design. Be-
tween block movements in the same sequence the robot
would pause momentarily, and once the sequence was com-
plete, it would retract to the home position. Many partici-
pants, on the other hand, interpreted the robot’s moving a
single block as a complete turn, and a signal to react to that
turn. As a result, participants would often add or remove



blocks while the robot was still attempting to construct the
design it had intended.

Participants had different conceptions of the duration of
their own turns. In the interview, P2-M-19 thought of turns
as each agent trying one design at a time. In contrast, P4-
M-25 preferred to work for a prolonged period of time
and then let the robot manipulate the workspace without
him intervening for a while. A third participant thought
the robot should intervene when it sensed that she needed
help, saying, “the robot came at the right time to help me”
(P3-F-25).

Four participants expressed a desire for stronger turn-taking
behavior from the robot or control over when it could move.
Three of them suggested the ability to ask the robot to stop
and wait, either verbally or with some sort of button, e.g. (P4-
M-25): “Maybe there is a button that I can control that says
take a rest or there’s a button that says do [something].”

Coordinating Shared Space
Sharing the interface involved negotiating the utilization of
space as well. Three participants made use of the physical
space to communicate with the robot by placing more blocks
on the staging area for the robot to see. Similarly, P1-M-21
tried to prompt the robot to move by adding a sensor to the
orbit area that he thought it liked. Three participants likewise
removed blocks away from where the robot could see after
concluding that the blocks weren’t useful in their designs,
preventing the robot from using them.

Six participants made use of the tangible interface to spatially
organize their thoughts; e.g. sliding blocks to the right to
signal their intention of keeping the blocks on the orbit. While
the robot never disrupted this new organization of blocks, there
was nothing in the robot’s programmed behavior to account
for this or to interpret it.

Negotiating the Creative Space of Design Exploration
In addition to the participants’ negotiation of the physical
space of the interface, we observed them negotiating creative
control in the design process. This included negotiating the
roles of the human and the robot, as well as coordinating
design goals and strategies to achieve these goals.

Coordinating Roles
Participants interpreted the robot’s role and their own role with
respect to it in different ways. We gave no guidance to partici-
pants in this regard, and five participants expressed confusion
with what role the robot might play before it started, some
asking how to control it or turn it on. Two participants said
they did not expect the robot to do more than physically assist
them with the interface. Interestingly enough, all participants
ended up physically assisting the robot by adjusting the blocks
it placed or figuring out how to complete actions when the
robot missed or dropped a block. Across the roles participants
ascribed to the robot, the following stood out:

• Robot as a subordinate: Three participants (P4, P6, and
P11) adopted a leadership role and took a more dominant
stance with respect to the robot. One participant (P6-F-20)
often maintained a hands-on-hips pose as the robot was

moving or tapped the the table when she got impatient with
the robot. On occasion, she also verbally commanded the
robot to “Keep it[the block] there,” when the robot started
to move a block she liked. Another participant accepted
or rejected the robot’s actions based on whether or not
he viewed it helpful to his own approach. At times he
granted permission to the robot as it moved, saying, “Ok
fine, machine, take this out” (P11-M-25). One participant
described what he thought the role of a robotic arm should
be during his interview,“If you really have this kind of task
I would just let it help me [...] Just like some kind of hard
labor, but without literally interacting with you” (P4-M-25).

• Robot as the leader: Two participants (P5 and P10) felt that
the robot assumed the role of the leader in the interaction
and saw themselves as subordinates. Both felt the robot was
more capable at performing the task than they were, and
trusted that its actions would be effective. One participant in-
terpreted the robot’s removal of blocks from the workspace
as a critique of the design, and would propose new changes
to the configuration in response to the robot’s suggestion.
For instance, in response to the robot’s removing a block
she liked, the participant conceded, “I’m going to try to use
this instead, it has less mass” (P5-F-19). Another partici-
pant found that the robot’s additions to the designs led to
better outcomes, and felt that helping the robot successfully
construct its designs was more effective than coming up
with novel ideas himself. He said, “At this point the robot
is doing better than I am, so I’m just trying to help it build”
(P10-M-19). Both participants trusted the robot’s actions
through the entire study period. Despite regarding some
of the robot’s suggestions as sub-optimal, both participants
followed the robot’s lead in the exploration.

• Robot as a colleague: One participant (P3) adopted a more
blended partnership with the robot. Like many others, she
helped the robot by adjusting blocks it placed when the
detection was obstructed. At two other times, the robot
seemed to help her, removing a block that she was reaching
to remove. To illustrate, she added a sensor, then considered
removing it, when the robot intervened and moved it to a
different, more effective orbit, causing her to remark, “that’s
better.” Throughout the design session, both she and the
robot added new blocks to the design on the table. Both also
removed blocks that the other added; on three occasions
when the robot removed blocks she had just placed, she
verbally agreed, e.g. saying, “Yeah, that was a mistake.”
Towards the end of the session, the participant ruminated
while placing a sensor she thought the robot might dislike.
She said, “It’s answering more questions at a little more
cost, so I prefer to leave it there, but maybe he’ll move it,”
underscoring the back-and-forth dynamic she had with the
robot. The robot left the sensor where it was. The partici-
pant reflected afterwards that “it was more than assistance.”
“I felt like I was having a colleague, and we were discussing
through this process” (P3-F-25).

• Robot as an adversary: Three participants (P1, P7, and P9)
developed an adversarial relationship with the robot based
on their interaction with it. For one participant, the robot



was limited to removing blocks because the participant had
laid blocks on areas that the robot could not see. At some
point, she declared that all she was doing was undoing the
robot’s actions, “Actually, this robot is kinda annoying. Now
I feel like I’m just trying to move the stuff back that the
robot moves from the table,” (P7-F-21). Another participant,
who confessed that he didn’t understand what the robot was
doing after a few suggestions, started acting randomly and
placed multiple blocks one after another, saying he was
trying to “trick the robot.” In his interview he speculated,
“Maybe [the robot was] trying to confuse me. I don’t know
if it was trying to beat me. It was just picking up random
blocks and putting them down” (P9-M-19). Similarly, one
participant described his experience of losing trust in the
robot in his interview stating, “I still feel like it did know
the answers but it was playing with me” (P1-M-21).

Coordinating Goals
Our design task is a multi-objective problem in which par-
ticipants need to trade off science benefit and cost. Friction
arose around how participants and the robot perceived these
trade-offs. Nine participants expressed hesitation over the
robot’s suggestions based on the trade-offs in the marginal
differences for scientific benefit and cost. The robot did not
account for these trade-offs amongst non-dominated designs,
and participants sensed when this misaligned with their own
preferences at a given time.

In one example, a participant (P5-F-19) had been working
carefully to keep cost low while adding instruments to increase
scientific benefit. The robot removed two blocks that moved
the configuration to a more cost-effective but less useful design
along the Pareto frontier. The participant, normally deferential
to the robot, put both back, and then the robot removed them
again; the participant gave in but remarked that the scientific
benefit had dropped “significantly” despite the cost savings.
Later on, the robot again removed two similar blocks and the
participant immediately put them back, saying, “I don’t think
the difference in cost was that significant,” and “I think the
percentage [of data collected] is a lot greater [with that block].”
After the session, the participant expressed a desire for the
robot to explain “why, perhaps, something like its decision
was better than mine.”

Other participants also reflected on this tension in their post-
interviews, suggesting that the robot had its own goals. One
participant said, “I wouldn’t say it was stupid for wanting its
own agenda but it was annoying to me” (P12-F-21).

For another participant, the confusion and frustration around
trade-offs eventually led to a breakdown of trust with the
robot, as he eventually noted, “I’m not trusting the arm.” He
elaborated on his interaction during his interview, “I’m not
sure if it knew where I was trying to go, like what the goal
was” (P1-M-21).

Coordinating Strategies
Finally, coordinating strategies with the robot played a role in
how well participants felt they could collaborate with the robot.
To begin with, participants had different strategies to approach
the design problem, sometimes at different times within the

same session. Based on their reasoning during the session
and their self-reported strategies, eight participants tended to
be more strategic and reason from theories about the sensors
and orbits. Others more naively explored combinations and
focused on outcomes. Three participants explicitly mentioned
shifting strategies over the course of the session.

Conflicts arose when the robot failed to account for human
strategies. P8-F-21 took time to carefully understand each
block and orbit before attempting any new designs. She com-
plained that the robot was much faster than her and that she
could not remember the designs she tried before because the
robot “took a lot of the blocks out.” Her frustration resurfaced
in her interview: “Before I [can] think very carefully about
what this combination means, [the robot] moved it away so
I had to rethink.” Although she thought “it’s helpful,” she
preferred not to work with the robot on the task because she
wanted “plenty of time to study the orbits and the blocks so I
can figure [it] out, mathematically or something” (P8-F-21).
On the other hand, one participant who adopted a faster brute-
force approach to trying new designs, complained that the
robot was lagging behind him (P4-M-25).

Many participants attempted to discern the robot’s strategy
based on its actions. One participant tried particularly hard to
understand and rationalize the robot’s strategy by examining
the block that the robot put down. For instance, he would
justify the robot’s move by saying “so this one has illumination
so it’s good to be in here.” Or he would comment that the robot
was “trying to hint at things" as it took a certain block off the
orbit space saying, “so it took off one of the wave ones so I’m
thinking maybe it will belong somewhere else” (P1-M-21).

Participants felt that understanding the robot’s strategy was
critical to figuring out how to coordinate strategies with the
robot, and expressed concern about the lack of transparency:
“The main problem is I could not read the robot [...] If I could
figure out with a systematic pattern then it would help me in
my own strategy of trying to solve this” (P11-M-25). Another
participant suggested what she thought was missing: “Well I
don’t know if you can really tell a robot your strategy and have
it understand something more complex like that [...] it could
have been helpful if we could have collaborated or debated on
the strategy [...] and then compromised” (P12-F-21).

Navigating Social Meaning in Actions
We did not program the robot to exhibit explicit social behav-
iors. Nonetheless, we observed humans addressing the robot
and ascribing social meaning to its actions. As one participant
mused afterwards, “It kind of felt like I wasn’t doing the ex-
periment alone [...] obviously there’s no life force in the robot,
but it’s participating in the study with you” (P9-M-19).

Addressing the Robot
At several times, participants addressed the robot verbally.
Two participants thanked the robot for a good suggestion.
Five participants asked the robot questions, like “what are you
going to do?”, “where are you going?”, or “why?” Participants
also expressed verbal agreement with the robot, for example,
“that was a mistake” when the robot removed a block she had
placed, or “I would have done that too.”



Ascribing Social Meaning to Robot Actions
We also observed instances where the robot’s actions unin-
tentionally carried social meaning for the human. During
post-session interviews, three participants described feeling
dismissed or ignored based on how the robot acted towards
them. One participant (P5-F-19) was frustrated that the robot
reversed her move without giving adequate explanation on
why. Another wished that the robot would wait and be more
conscious about her behaviors, “from my impression [the
robot is] trying to get the best result there, but it’s pretty much
ignoring my things that I had done” (P8-F-21). A third partici-
pant (P12-F-21) remarked in the interview that the robot was
ignoring her designs.

Conversely, one participant came to believe that the robot was
actually listening to her (P3-F-25), saying, “I was so surprised
because I didn’t know that it was listening to what I was talking
about.” She referred to the robot moving blocks she placed
as “helpful” and that she “felt like it was actually listening
to me, because I was thinking out loud [...] about how I’m
making my decision, and then it kind of came and organized
the blocks.”

This may have been related to a series of incidents when the
robot did seem to defer or respond to her thoughts about the
design or process. At the beginning, she started to ask about
removing blocks just as the robot started to do so, stopping
short to say, “Oh, I think it’s doing it for me.” Later on, the
robot placed a block that raised cost while increasing scientific
benefit; she mentioned this out loud and the robot started
its next move by removing the block. Finally, two planning
failures unintentionally caused the robot to drop a block just
when the participant expressed displeasure with the act of
removing them. She turned to look at the robot’s hand and
laughed, “Yeah [...] leave it there, [that] would be good.”

DISCUSSION AND DESIGN IMPLICATIONS
Humans and robots designing together is a relatively unex-
plored scenario in human-robot interaction and in design stud-
ies. In this exploratory study, we used the robot in a rudi-
mentary way; its only function was to choose and implement
designs based on variations of human-suggested designs and
their outcomes. Our findings highlight the importance of ne-
gotiating and coordinating both physical and creative control
when a human and a robot design together. They also empha-
size social aspects of human-robot collaboration.

Based on these observations, we identify four major considera-
tions for designers of future human-robot collaborative design
(HRCD) systems.

Manage the Shared Workspace
The shared workspace is the principal interface point between
the human and the robot designers. HRCD systems need to
include elements to manage the shared workspace beyond
pragmatic design acts. This includes managing turns and
considering the spatial arrangement of objects.

Taking turns manipulating designs on the workspace is an
important mechanism in the designers’ shared process; break-
downs in turn-taking undermine the effectiveness of the

human-robot collaboration. Establishing expectations around
how and when turns are taken is thus critical towards building
a coherent collaborative design process. This may require
more explicit ways for the robot to take or yield a turn, as well
as mechanisms for the user to have greater control over the
turn-taking process.

In pursuit of a generalizable turn-taking framework in HRI,
Thomaz and Chao emphasize the importance and difficulty of
relinquishing turns gracefully, and point out that turn-taking
dynamics are highly domain-specific and contextual [46].
HRCD systems have to address the complexity in negotiat-
ing turns across different stages of design as designers adopt
different strategies in the design task.

In addition to turn-taking, the spatial arrangement of shared
objects should be considered by HRCD systems, as they can
hold epistemic and communicative meaning for the design-
ers beyond their pragmatic function. Participants implicitly
and explicitly communicated intentions through block place-
ments, and future HRCD systems should detect and interpret
these intentions. The robot could also express its own design
intentions through spatial cues.

Outside of the immediate workspace, we observed partici-
pants using physical gestures and poses (like stepping back or
putting hands in their pockets) to negotiate the process. These
could provide important cues to the robot and also a medium
for it to signal its internal state to the human.

Communicate About Design Goals
Most design tasks involve a trade-off between conflicting ob-
jectives. HRCD systems must consider and perhaps explicitly
negotiate preferences about design goals. Alternatively, im-
plicit preferences about designs may be detected through ob-
servation and experimentation. A useful HRCD system could,
for example, use machine learning techniques to reason about
the users’ design goals at different times and offer the most
appropriate assistance. In our example, participants had to
consider the trade-off between science benefit and cost. More
open-ended design activities can include other ill-defined and
vague goals, such as aesthetic preferences.

Hoffman and Breazeal argue for the importance of establishing
and maintaining common goals in human-robot joint activi-
ties [20]. Shared design goals are more complex to manage
than physical goals, as they afford room for interpretation. In
addition, while it may not matter how one achieves a physical
goal like opening a box, designers may have implicit prefer-
ences about how some desired design outcome is realized. We
saw how diverging “opinions” regarding trade-offs between
design outcomes lead to confusion over preferred designs, and
an eventual breakdown of tr ust users have in the robot.

Conflict and compromise are important processes that typify
the creative freedom of a design task. While it may not be
necessary for the robot and human to share the same implicit
preferences about common design goals, it is important that
they are aware of each others’ preferences and how they evolve,
in order to negotiate them together.



Respect Different Design Styles
We saw that participants used different strategies and took
on a variety of roles. They also dynamically changed these
preferences throughout the design process. HRCD systems
should have an understanding of the user’s collaborative and
cognitive styles as they relate to the design task, and adapt to
those styles.

Maher et al. [32] describe three styles of collaboration in
design teams: mutual collaboration where teams actively work
together; exclusive collaboration where they work in parallel
on separate parts, coming together to negotiate and exchange
advice; and dictatorship, where one member is in charge.

We observed participants adopting roles that fit different styles
of collaboration with the robot, for example, taking charge,
letting the robot lead, or working together. Engaging in each
of these collaboration styles demands different things of those
involved; for example, as Kvan [29] points out, mutual col-
laboration is more socially exacting and necessitates higher
commitment to compromise.

Grigoreanu et al. [16] discuss the benefits of considering user
strategy and information processing styles, either comprehen-
sive (breadth first) or selective (depth first), when designing
a support tool. In physical design tasks, one’s exploration
style become more apparent as cognitive strategies manifest
in physical actions.

When an agent can physically manipulate a shared interface
together with a human designer, it is important not only to
match the user’s style, but also to communicate its own strategy
with the human. We saw that users interpreted the robot’s
actions with respect to what they thought its strategy was,
and expressed frustration when they could not determine the
robot’s strategy. We also observed conflicts when users lost
confidence in the robot’s strategy or felt that the robot was not
being mindful of theirs. All of these were factors that led to a
loss of trust in the robot.

As collaborators, the human and the robot should be aware of
each other’s strategy and exploration styles to negotiate the
corresponding roles and choices in the design process.

Consider the Social Meaning of Actions
Even our extremely non-social robot design caused social in-
terpretation and responses from users. For example, reversing
a human’s idea multiple times without explanation could feel
dismissive to a user.

Jung’s work on affective grounding [22] underlines the im-
portance of establishing common ground about the emotional
meaning of actions. This brings to mind the increased social
risk that is carried by engaging in both design collaboration, as
described by Kvan [29] and physical interaction, as described
by Klemmer et al. [27]. This increased social risk can be a
boon when it causes partners to act more thoughtfully, but
ignoring it can lead to breakdowns.

In light of this, it is important for a robot to understand and
consider the social implications of both agents’ actions taken

with respect to each others’ ideas and design decisions, and
establish shared expectations to avoid social harm.

This is particularly salient because the three design consider-
ations listed above involve additional social behavior on the
robot’s part, such as negotiating turns or expressing design
preferences. Addressing these for HRCD systems requires
consideration of how to do so in socially appropriate ways.

LIMITATIONS AND FUTURE WORK
The purpose of this work is to begin to characterize the rela-
tively uncharted design space of human-robot collaborative
design. As such, the interactive behaviors of the robot we
studied were deliberately basic. Future work should measure
how the considerations we observed affect collaborative de-
sign outcomes, as well as propose and evaluate approaches to
address them.

In addition, configuration design is only one, arguably routine,
archetype of design tasks and one “ingredient” in a broader
design process [9]. Design tasks that involve more ambiguity
and room for reformulation could give rise to richer interac-
tions that further complicate the coordination considerations
we discuss. Further, all our participants were novices at the
design task, while prior work suggests that novices and experts
approach design differently [2] and may interact differently
with computer partners [6]. Future work will explore other
types of design problems in the context of HRCD and with
users spanning a broader range of expertise.

CONCLUSION
We present an observational study of humans working col-
laboratively on a design task with a robot, using a tangible
interface. Humans and AI systems have distinct abilities, mak-
ing them well-suited to undertake design tasks together. The
added benefits of physically embodied collaboration in design
suggests that robots may be a useful instantiation of an AI
design partner. While a rich literature addresses human-robot
collaboration in physical tasks like assembly, the idea of robots
as creative partners in design tasks is less explored.

Based on our study, we note that users actively negotiate not
only the physical design space—through turn-taking and spa-
tial arrangements of design components—but also the creative
process—through roles, goals, and strategies. Moreover, par-
ticipants in our study often interpreted the robot’s pragmatic
actions in social ways and addressed the robot as a social agent.
Based on these observations, we identify four considerations
for future human-robot collaborative design systems. These
systems should pay attention to the management of the shared
space, communicate about design goal preferences, respect
diverse design styles, communicate the robot’s own strategies,
and do all of the above in light of the implicit social meanings
of design acts.
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