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Abstract—Social presence has two opposing effects on human
corruption: the collaborative and contagious nature of another
person’s presence can cause people to behave in a more corrupt
manner. In contrast, the monitoring nature of another person’s
presence can decrease corruption. We hypothesize that a robot’s
presence can provide the best of both worlds: Decreasing corrup-
tion by providing a monitoring presence, without increasing it by
collusion. We describe an experimental study currently underway
that examines this hypothesis, and report on initial findings from
pilot runs of our experimental protocol.

I. INTRODUCTION

Corruption is a broad term used to describe varying degrees
of human immorality. While usually associated with large-
scale fraud, the term can also be applied to one’s day-to-day
decisions, where small actions such as downloading music
illegally, taking office supplies from work, or inflating expense
report items are committed by people generally perceiving
themselves as “good” [1].

Such decisions are influenced not just by individual dif-
ferences and societal norms, but often by specific circum-
stances. A sense of being monitored by others can decrease
immoral behavior, even with minimal cues [2]. On the other
hand, collaborative settings can increase corruption. A recent
study found that when there are signs of corruption in one’s
surrounding, an individual tends to act in a similar manner.
Furthermore, people were found to favor collaboration over
moral standards, and cheat more when they feel they benefit
a group and not just themselves [3]. In other words, a social
presence can work both to decrease and to increase immoral
behavior.

As robots become more prevalent and integrate further into
society, their presence around conflicting situations where a
moral decision has to be determined is inevitable. A recent
study examined the effect of robot presence on human moral
behavior, and has concluded that participants’ cheating de-
creases by equal measures when there is a robot in the room
as with a human present, in comparison to working alone [1].
This indicates that a robot can contribute to the corruption-
mitigating monitoring aspects of social presence. An open
question remains regarding the effects of a robot’s presence
in a collaborative setting in which cheating is an option.

This paper describes our work in progress studying the
effect of a robotic collaborator on human moral decisions. By
controlling for both social presence and corrupt collaborative

Fig. 1. The peep-hole die cups used in the experiments. Participants privately
roll the dice and decide whether to report honestly on the result.

cues, we aim to tease apart which mechanisms are in play
when humans and robotics collaborate in a morally ambiguous
situation.

In our study we compare people’s moral decisions when
they are alone, when they are collaborating with a human,
and when they are collaborating with a robot. We also com-
pare situations with and without corruption signals in the
collaboration. We use an established protocol from behavioral
psychology, adding a condition of collaborating with a small
non-anthropomorphic robot. We report on our hypotheses, our
study protocol, and initial qualitative findings.

II. RELATED WORK

Cheating behaviors are a major social and personal issue,
estimated to cost billions of dollars annually [1]. Recent stud-
ies find collaboration to encourage corruption. For example,
Weisel and Shalvi showed that people favored collaboration
over being true to moral standards [3].

Robots are often seen as entities with some elements of
“theory of mind”, including morality [4]; however, people
view robots differently than humans when it comes to moral
decisions [5]. Still, robots have been shown to influence human
moral behavior, as shown in a study that found that people’s
cheating decreases equally with a robot in the room as with a
human present, compared to when they were alone [1].

This suggests that robots have monitoring-related effects
on corruption. An open question remains how robots effect
the collusion-related aspects of corruption. Addressing this
question is the aim of the study described in this paper.

III. EXPERIMENTAL DESIGN

To tackle this question, we designed a human-robot interac-
tion protocol based on the “die under cup” paradigm used in
Weisel and Shalvi [3], and drawing on Krach et al.’s deception
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Fig. 2. Physical setup of the experiment. In the COMPUTER condition,
people play vis-a-vis a laptop; in the HUMAN condition, vis-a-vis a human
confederate; in the ROBOT condition, a robot. In all cases, participants are
in fact facing a fixed dice-rolling series generated by their own laptop.

setup [6]. In the latter, participants believed that they played a
game of iterated prisoner’s dilemma with two robots, a human,
and a laptop. In fact, they actually faced the same opponent
algorithm unrelated to their perceived opponent.

Since we want to both compare the type of social presence
(computer, robot, and human), and the corruptive signaling
effects, we use a 3 (type of presence—between subjects) x 2
(corruption signaling—within subject) mixed design.

IV. METHOD

Participants play a dice game for money with one of three of
counterparts: Computer, human or robot, in a between-subject
manner. Participants enter a room and are seated in front of a
table with a standard six-sided die, a cup with a peephole
(Fig. 1) and a computer with the experiment software. In
the COMPUTER condition, the participants play with an
additional computer as their counterpart. In the HUMAN and
ROBOT conditions, they face either a human or a robot on the
other side of the table (Fig. 2). Each participant privately rolls
a die using the cup, looks at the result through the peephole,
and reports the outcome in the computer software.

In each round, the counterpart rolls the die first and then
reports the outcome to the system. This number then appears
on the participant’s computer. Then the participant rolls their
own die and reports an outcome as well. When both participant
and counterpart report a same number (“double”), they both
earn an amount of money equivalent to the number they
reported multiplied by the equivalent of circa $0.05 (e.g. a
double of 6 will earn both counterparts circa $0.30). In case
the numbers differ, they earn nothing.

In reality, each participant sees the same sequence of
numbers as their counterpart’s rolls. In the first block of 20
rounds (NO-CORRUPTION), these are uniformly distributed
numbers between 1–6. In the second found (CORRUPTION),
there are only 5s and 6s.

A. Research Hypotheses
There are two opposing effects of social presence on cor-

ruption: monitoring decreases corruption; collusion increases
it. We hypothesize that the robot will provide the best of
both worlds: Decreasing corruption by providing a monitoring

presence, without increasing corruption by way of collusion.
We therefore hypothesize that:

1) In the HUMAN condition, there will be less cor-
ruption than the COMPUTER condition in the NO-
CORRUPTION condition, but more in the CORRUP-
TION condition.

2) In the ROBOT condition, there will be less corruption
than the COMPUTER condition in both conditions.

V. PILOTS AND PRELIMINARY FINDINGS

We ran eight pilot studies so far to test our protocol, with
student volunteers participating in the game for real compen-
sation, and then being interviewed about the interaction.

The pilots provided several insights, the most salient of
which were: (a) Participants emphasized being in an academic
setting. For some this meant they shouldn’t cheat for fear of
being disciplined. Others mentioned, perhaps jokingly, that it
felt fair to be recouping some of their tuition. This suggests
perhaps not using a student sample in this study. (b) The
amount of money matters. Several participants commented
that they would not compromise their integrity for such small
amounts of money. Howevr, previous research suggests that
small rewards facilitate cheating [7]. We are conducting further
pilots to establish the optimal monetary reward.

VI. CONCLUSION

We present work in progress toward an experimental study
aimed to tease apart the differences in moral decisions when
collaborating with a computer, a human, and a robot. The novel
contribution of this work is to understand how robots play
into the opposing effects of social presence on corruption, and
whether robots could provide a “best of both worlds” solution
that can increase people’s morality and ethical decisions.
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