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Blossom: A Handcrafted Open-Source Robot

MICHAEL SUGUITAN and GUY HOFFMAN, Cornell University

Blossom is an open-source social robotics platform responding to three challenges in human-robot interaction
(HRI) research: (1) Designing, manufacturing, and programming social robots requires a high level of techni-
cal knowledge; (2) social robot designs are fixed in appearance and movement capabilities, making them hard
to adapt to a specific application; and (3) the use of rigid mechanisms and hard outer shells limits the robots’
expressive capabilities. Addressing these challenges, Blossom aims at three design objectives: accessibility,
flexibility, and expressiveness. The robot’s mechanism can be quickly assembled and partially extended by
end-users. Blossom’s appearance is open-ended through handcrafted fabric exteriors created and customized
by users. Smooth organic movements are achieved with tensile mechanisms, elastic components, and a soft
exterior cover attached loosely to the body. Blossom’s smartphone-based gesture generation requires nei-
ther programming nor character animation experience, allowing lay users to create their own behaviors. All
elements in the design were conceived with a low barrier-of-entry in mind. The result is an accessible and
customizable social robot for researchers. This article details the implementation of Blossom’s design and
demonstrates the platform’s potential through four field deployment case studies.
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1 INTRODUCTION

The design of social robots with expressive capabilities is an active area of research in human-robot
interaction (HRI). Researchers in HRI have been developing robots with expressive behaviors and
collecting empirical evidence for the effects of these behaviors. Some of these robots use facial
expressions [11–13, 23, 38] while others express their internal states through bodily gestures [33,
37, 39, 77] or other modalities [9, 57]. More recently, consumer electronics companies have also
started to explore expressive social robots as commercial products [7, 34, 51].

Designing and building such a robot, however, requires extensive knowledge and resources
in mechanical and electrical engineering. Similarly, designing and implementing the robot’s
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Fig. 1. Three variations of Blossom with different embodiments and accessories. The robot on the left is
knitted, and the two robots on the right are crocheted. The two robots on the left display swappable wooden
ears and a number of attachable facial features, while the robot on the right features soft silicon arms as
appendages.

expressive gestures and behaviors requires professional skills in computer science and 3D charac-
ter animation. This makes robot building and programming inaccessible to a large swath of users.

This lack of accessibility limits the use of social robots for both researchers and end-users. For
example, most researchers in HRI have a choice of one of a handful of programmable social robots,
such as the Softbank Robotics NAO or Pepper robots, Philips’s iCat, Rethink Robotics’s Baxter, or
the MyKeepon platform. These robots are subsequently exceedingly prevalent in the HRI literature,
e.g., Refs [1, 10, 17, 29, 41, 43, 70, 79]. Each of these robots has a single outward appearance, which
is overcome at times with adornments such as hats or other accessories [67]. Still, it is difficult to
adapt the robot’s appearance to the task at hand, rendering them inflexible with respect to specific
applications and personalization.

The majority of social robots are also rigid in a more literal physical sense: Their exteriors are
made of hard plastic or metal shells manufactured using additive and subtractive methods such
as 3D printing, molding, and milling. These exteriors are fixed to direct or geared drive mech-
anisms and rigid linkages with fasteners such as bolts and adhesives to form solid connections.
This mechanical rigidity restricts the robot’s expressiveness and interactive capabilities. Rigid ac-
tuation mechanisms make it difficult to achieve smooth, organic movement without complicated
software control or trajectory generation. Stiff direct linkage mechanisms also discourage physical
interaction due to their hard tactile affordance and fear of damaging internal components.

In this work, we present Blossom, an open-source robotics platform, with the goal of address-
ing the issues identified above. Blossom is designed to allow researchers and end-users to imagine
and build their own robot, enabling more flexible design possibilities in the robot’s appearance,
structure, and behaviors. This could increase adoption and help diversify HRI research. In addi-
tion, Blossom offers a mechanical design with compliant, organic movement in mind, to support
expressiveness and interactivity.

Blossom thus attempts to achieve three design objectives: accessibility, flexibility, and expres-

siveness, implemented through the following design choices:

—The robot can be easily built by lay-users.
—It has a modifiable degree-of-freedom (DoF), but is still predictably expressive.
—It uses a tensile mechanical structure that affords smooth movements and safe interaction.
—Its appearance can be handcrafted with traditional crafts.
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Fig. 2. Jibo, Buddy, and Pepper (top) are examples of social robots with design features related to consumer
electronics devices. Keepon, Paro, DragonBot, and Tofu (bottom) exhibit softer and more zoomorphic em-
bodiments.

—Both its mechanism and exterior can be made from readily available low-cost materials.
—New behaviors can be defined without requiring programming or computer animation

skills.
—Behaviors are accessible through an open interface suitable for a broad range of applications.

Notably, Blossom is not a robotics kit in the same vein as LEGO MindstormsTM or MeccanoTM,
which differ in two important ways. First, these kits provide a widely open-ended design space
that is not tailored to any specific application. In particular, they are not designed with expressive
behavior or social interaction in mind. Second, these kits cater mostly to technically-oriented users
and focus on the robot’s construction rather than its use. In contrast, Blossom is socially-oriented,
while still being easily customized by non-technical users, and focused on the end-user of the robot.

As a use case, we imagine a social science research group with limited engineering expertise but
interest in a research question related to HRI. Researchers in this group should be able to quickly
build, fashion, and use a Blossom robot and define behaviors specific to their application. Another
scenario is that of a lay-user who is uninterested in engineering and programming but wants to
build a social robot for their personal use with a particular appearance and set of behaviors.

In this article, we present Blossom’s mechanical, electronics, and software implementation and
detail the customizable exterior and behavior of the robot. To evaluate the design, we provide four
case studies of field deployments where users implemented Blossom robots or interacted with
them.

2 RELATED WORK

Blossom relates to the existing literature in social robot design, gesture generation, and open-
source robotics and HCI construction kits.

2.1 Social Robot Design

Aesthetic designs for social robots range from product-like to organic. Jibo, Buddy, and Pepper
(Figure 2 top)1 are examples of robots with features akin to those of consumer electronics devices,
such as straight lines, rounded edges, touch screens, and illuminated accents [19, 30, 36, 65]. On
the other side of the spectrum are creature-like robots with a soft and compliant skin. Keepon

1Jibo, DragonBot, and Tofu images courtesy of MIT; Buddy image courtesy of Blue Frog Robotics; Pepper image courtesy
of Shelly Levy-Tzedek; Paro image courtesy of AIST, Japan.
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(Figure 2, bottom left, pictured here in its MyKeepon variant) was a pioneering design that pro-
vided a non-anthropomorphic flexible shape made of cast silicone [41]. The robot has been used
extensively in research with children on the autism spectrum [42], but has also been used in other
HRI scenarios such as learning [50], storytelling [49], and attention [2]. Other examples of soft
social robot design include Paro, DragonBot, and Tofu (Figure 2, bottom), evoking a more zoomor-
phic aesthetic [71, 81, 82]. These robots enable the flexible deformation of their exterior, supporting
organic-looking expressive effects such as folds, creases, and stretch-and-squash [46]. All of these
examples are made of high-end components, materials, and fabrication processes, resulting in rel-
atively expensive systems, although a low-cost variant of the Keepon robot was later developed
under the name MyKeepon [16]. Common to all of the above-described robots is that they are
available to researchers as fully manufactured designs with a fixed appearance. Some of them are
custom one-off designs (such as the original Keepon, DragonBot, and Tofu), and some are commer-
cially available products (such as MyKeepon, Cozmo, and Pepper). In HRI research, personalization
has been found to positively affect user perception of a robot [48, 50, 76, 80] even if the robot is
not specifically designed for social interaction. Blossom thus extends these prior design works
by presenting a compliant robot that enables users to build and program their own robot and to
customize its appearance.

The choice of materials also plays an important role in robot design. Appliance-like robots are
generally made from rigid materials such as plastics or metals with smooth finishes. While the use
of alternative and handcrafted materials has been emergent in other interactive technologies [56,
83], it has been less explored in social robotics. Open Platform for SOcial RObots (OPSORO) is an
exception in that it uses fabrics in the design of its soft covers [80], similar to Blossom. Additional
examples of alternative materials exist in hobbyist circles, such as TJBot, a single-DoF desktop
robot, and Smartibot, a phone-controlled mobile robot, both constructed from cardboard [8, 22].

For actuation, most robots use rigid mechanisms and direct-drive motors to achieve movement.
Smooth motions must thus be achieved through intricate control software and trajectory genera-
tion tailored to the robot’s kinematics. Some have explored pneumatic actuators that can achieve
smooth motion through mechanical design [66], but the pumps and compressors required to drive
these systems are noisy and cumbersome. Another approach is to use tensile mechanisms to trade
precise control for range and smoothness of motion. One example is the prototype robot Tofu,
which has a head attached to a foam column with cables pulling on the head for actuation [82].
Another example is Probo, a robot with a tensile trunk [28].

Blossom combines aspects of the above-mentioned works resulting in a design that is flexi-
ble, inside and out. Blossom features an open-ended exterior meant to be customized by end-
users through handcrafted materials, and its interior actuation mechanism uses compliant tensile
components. This actuation mechanism is kinematically similar to Stewart platform mechanisms,
which were used in the DragonBot [71] and Peeqo [72] robots. However, in contrast to those
mechanisms, Blossom uses compliant components to achieve smooth and lifelike movement with-
out requiring complicated software control. It also achieves a larger range of motion than Stewart
platforms with only half the number of motors. Blossom’s mechanism is most similar to that of the
Tofu robot [82] but has a larger range of motion due to its free-floating platform (see below); it is
also simpler to manufacture. In addition, Blossom’s exterior cover and internal mechanisms are not
affixed to each other, allowing for more expressive movement through slip and secondary action.

2.2 Robot Gesture Generation

Generating smooth and natural movements and gestures for social robots can be a lengthy and
complicated process. Traditional methods for gesture generation are generally programmatic, re-
quire knowledge of the robot’s kinematics, and are not accessible to novice users. Allowing users
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to create their own gestures affords a novel method of personalizing the robot and could help
mitigate the novelty effect stemming from robot movements being repetitive and predictable.

In efforts to make robot gesture generation more accessible and intuitive, researchers have devel-
oped methods involving physical manipulation of the robot. Mirror puppeteering involves placing
markers on parts of the robot and manipulating it in front of a camera to record movements [73].
Robots like Topobo and ChainFORM implement “kinetic memory,” which allows gestures to be
recorded by physically moving the robot’s appendages using back-drivable motors with position
encoders [54, 61]. Learning from Demonstration supplements either approach by having the user
provide corrective demonstrations to iteratively teach the proper movements [6]. These demon-
strations can be given either directly by manipulating the robot’s actuators or indirectly by teleop-
erating the robot or using sensors attached to the user. All of these approaches are more intuitive
than programmatic methods, but are either difficult to perform in real-time or rely on a known
mapping between the demonstration source and the target robot’s embodiment. In some cases,
keyframes and interpolation can be used to complement the puppeteering activity [3], and the
mapping between demonstrator and robot embodiments can be defined heuristically [4]. How-
ever, these limitations make it difficult to achieve high-quality expressive movements.

In contrast, Blossom allows lay-users to create gestures using a smartphone as a puppeteering
interface. The robot’s actuation mechanism kinematically resembles a free-floating platform and
is controlled by mapping the orientation of the phone to that of the robot’s head platform di-
rectly. This enables real-time exploration of four DoFs simultaneously, as well as real-time gesture
recording.

2.3 Open-Source Robots

There are a few existing open-source robotics projects that allow users to build their own robot
from openly accessible online data files. Robots like iCub, Poppy, and InMoov are examples of open-
source platforms that have humanoid bodies and intricate mechanical and software designs [44,
45, 52]. Non-anthropomorphic open-source robots such as Hexy and TurtleBot are comparatively
simpler [5, 26], owing to their more abstract embodiments. While the design of these robots is
openly accessible, their appearances are largely fixed, and the systems require a high degree of
technical knowledge to build, program, and use. Some of these robots can be programmed through
visual block-based languages such as Scratch or Blockly [25, 63], but this programmatic approach
does not support the authoring of new expressive gestures, making it less appropriate for social
robotics applications.

While there have been many toolkits created for research in human-computer interaction
(HCI) [47], there have been few that are specifically designed for constructing robots. Phybots is a
toolkit that enables non-roboticists to quickly prototype and program a custom mobile robot [40],
but is not designed for social interaction. CuddleBits are a series of do-it-yourself robots meant to
be simple to design and build while maintaining a minimal level of expressiveness through a single
DoF [14]. Among open-source robot platforms, OPSORO is the most socially-oriented. It is com-
prised of modular components representing different facial features and a customizable exterior
cover that is made from soft materials [80]. This makes it more accessible and expressive than most
other open-source robots. A semester-long deployment of the robot in a student design course
produced several unique embodiments ranging from animals to the likeness of Albert Einstein.
Blossom extends the foundations laid by the OPSORO project, going beyond facial expressions to
full-body gestures, as well as enabling the authoring of behaviors without programming.

In summary, the Blossom platform offers a design that combines many features from previous
robots described in the HRI literature, from Keepon and Dragonbot’s soft exterior, to Tofu’s ten-
sile mechanism, to OSPORO’s construction kit and fabric exterior approach. Blossom extends this
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Fig. 3. Design objectives of the Blossom platform and features that address these objectives.

work by providing a construction kit for a full-body expressive robot, offering a larger range of
motion with more secondary movement, a customizable DoF for appendages, and a way to author
expressive gestures without programming or animation.

3 DESIGN OBJECTIVES

Blossom is designed to allow lay-users to create their own robot end-to-end, from building its
structure, through the design of its appearance, to the authoring of new gestures and the combi-
nation of these gestures into behaviors. The design was driven by the following three objectives
(Figure 3):

Accessibility. Users without technical knowledge should be able to contribute to all aspects of
building and programming the robot.

Flexibility. The robot’s design should allow end-users to alter aspects of its appearance, structure,
and interactive capabilities.

Expressiveness. Despite the accessibility and flexibility of the robot’s design, it should maintain a
high degree of expressiveness in its appearance and movement. The movement should be smooth
without relying on complicated control software.

4 IMPLEMENTATION

This section describes the technical implementation of Blossom in pursuit of the above objectives.
It serves to enable the replication and extension of the technical aspects of the robot design. In
overview, the robot’s mechanical structure is made up of flat components that can be cut from
sheets of wood or acrylic and uses snap and press fits to reduce the need for fasteners. It is actu-
ated by a non-rigid tensile mechanism constructed from elastic components to achieve compliant,
organic movement. One of the DoFs is open-ended and can be used to actuate custom appendages.
The electrical design uses mostly snap connectors that do not require soldering and allows the ro-
bot to be either controlled by an external computer via USB or run untethered using an on-board
battery-powered microcomputer. In both cases, an open Hypertext Transport Protocol (HTTP)
application programming interface (API) allows remote control and programming of the robot’s
behaviors. The robot’s gestures are authored using a smartphone-based puppeteering application,
which can be recorded and played back in real time during operation, or saved on the robot to be
triggered by the remote HTTP API.

4.1 Mechanics

Blossom’s mechanical design is centered around a free-floating “head” platform, which is actuated
using a tensile mechanism for power transmission (Figure 4). The head is suspended from the top
of the central tower structure with rubber bands and is actuated by reeling in cables from the
bottom of the tower. The design is related to the Stewart platform mechanism, which has been
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Fig. 4. The inner tensile actuation mechanism and an exploded view of the mechanism. The main expressive
element is the head platform, which is suspended from a tower by rubber bands and actuated by cables
driven by motors at the bottom of the tower. The tower itself is rotated by the base motor. As an example of
an appendage, the head platform features ear stands and a motor for actuating the ears.

used in other social robots [69, 72], but Blossom’s design is non-rigid and allows for a larger range
of motion than a Stewart platform, all while reducing the number of motors from six to three.
This is made possible through the variable lengths of the tensile components, whereas a Stewart
platform is limited by the fixed lengths of its rigid linkages.

This actuation mechanism also bears similarity to the one used in the prototype Tofu robot [82].
While there is not much published information about the robot, it is described as also using an
elastic element (a cylindrical foam core) to hold a head, which is actuated by cables. However,
unlike the foam core used in Tofu to which the head and skin are rigidly attached, Blossom uses a
free-floating head with elastic bands (Figure 7, left), as well as a freely moving exterior cover. This
not only lowers the cost and difficulty of assembly, but also allows for larger range of motion that
is accentuated by secondary motions. Additional movement is produced by a fourth motor in the
base to rotate the tower assembly and a fifth motor on the head platform that actuates customizable
appendages.

4.1.1 Range of Motion. Figure 5 shows examples of the head platform’s range of motion. The
gestures of the inner mechanism can be viewed as superpositions of several basic motion primi-
tives: moving all the tower motors synchronously causes vertical translation, asynchronous mo-
tion results in pitching or rolling, and moving the base motor produces yawing. These fundamental
motions are combined in timed sequences to create expressive gestures.

In addition to the increased range of motion, the tensile mechanism affords gestures that are
smooth and organic-looking to an extent that would be challenging to replicate through software
alone. The physical elasticity specifically supports several principles of animation [46, 64]. The
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Fig. 5. Examples of the mechanism’s range of motion. Vertical translation (a→b) and rotations (c, d) are
combined to create more complex gestures (e, f).

Fig. 6. Layout of the components used to assemble the mechanism.

cables and elastic bands provide a springiness that enables ease-in and ease-out in smooth arcs. The
variable lengths of these components allow for greater exaggeration in motion. The momentum
of the platform during quick movements elicits natural secondary motions such as overshoot and
oscillation that would otherwise necessitate complex trajectory generation in motion planning
software.

Given the novel mechanical structure of Blossom’s design, we present a full derivation of the
robot’s forward and inverse kinematics in Appendix A.

4.1.2 Fabrication. Blossom’s fabrication process relies almost exclusively on laser cutting,
which has advantages over 3D printing for its reproducibility and speed, as well as for the af-
fordance of low-cost, recyclable, and readily available materials such as wood and cardboard. The
structure uses snap fits similar to OPSORO’s design to reduce the amount of required hardware
fasteners while being expandable with different appendages and motor configurations. Figure 6
shows all of the components needed to build one Blossom robot with ears as appendages. Figure 7
(right) shows the motor mount as an example of a snap-fit component.
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Fig. 7. Details of the compliant components (elastic bands and strings) used to suspend the head platform
(left) and a snap-fit motor mount (right). Snap and press fits are used throughout the structure for ease of
assembly and to reduce the amount of required hardware.

Table 1. Approximate Material and Component Costs for Blossom
Components at Time of Writing

Motor USB motor
Part Motors cables controller Wood Hardware Bearing Total

Cost $110 $30 $50 <$20 <$20 $8 <$250

Table 1 lays out the approximate costs of materials to build the robot itself, excluding the small
acrylic and 3D-printed parts and optional onboard microcomputer. The laser-cut components and
3D-printed parts were fabricated on an EpilogTM Helix 60W laser cutter and a ZortraxTM M200 3D
printer, respectively. The motors used are all DynamixelTM XL-320’s and the USB motor controller
is either a XevelabsTM USB2AX USB-to-TTL interface or a DynamixelTM U2D2. The hardware in-
cludes the nuts and bolts, string, and rubber bands required. The ease of construction and relatively
low material cost make Blossom more accessible than other closed-source research platforms and
commercial robots. Uninitiated users with no robotics experience were able to build a full robot
from components in less than 2 hours. In terms of cost, it is slightly more expensive than the Anki
Vector robot, a social robotics consumer product, which costs $175 at time of writing, and signifi-
cantly less expensive than a Softbank Robotics NAO robot, which is prized at circa $8000 USD, or
a Jibo robot at $900.

4.2 Electronics

The electronics system also supports the design principle of accessibility by consisting of
commercially-available components that use simple mechanical connectors, reducing the need
for soldering.

Figure 8 shows the components of the robot’s electronics system. The robot consists of five
daisy-chained servo motors and a Raspberry Pi (RPi) microcomputer running the Linux operating
system. The motors are controlled by the computer via a USB motor controller, which contains
hardware to translate the USB protocol to Transistor-Transistor Logic (TTL) signals, and manages
the half-duplex communication protocol of the servo motors.

The robot can be used in one of two modes: self-contained or externally controlled. In the self-
contained mode, the motors are connected to the RPi with the motor controller. Both the RPi and
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Fig. 8. Electronic component diagram. The robot can be used both in self-contained mode through an inter-
nal system-on-board, or controlled by an external computer. The motors within the robot are daisy-chained
and thus only require one connection to the computer via the USB motor controller.

motors are powered by a 5-Volt (5V) power source such as a portable battery pack, but separate
power connectors are used to prevent current overload on the logic components.

In the externally controlled mode, the RPi is unused and the motor controller is plugged into an
external computer. Because power cannot be supplied through the motor controller and to prevent
overcurrent on the computer’s USB port, the motors must be powered from a separate 5V source
such as an additional USB port or an external power supply.

4.3 Software

The software system of Blossom was designed in support of the flexibility and accessibility ob-
jectives. We chose to develop the software based on the Open Wizard-of-Oz (OpenWoZ) [32]
framework, which runs as an HTTP server on the robot and allows open access to behaviors
through a Universal Resource Identifier (URI)-based interface. This allows for application-level
flexibility by exposing each of the robot’s behaviors through a URI with parameters and thus en-
ables driving the robot in various ways, from manual control triggers to programming its behavior
in code. Other web-based robotics frameworks have been developed, including rosbridge [20],
Robot Web Tools [78], the Robot Operating System (ROS) Transmission Control Protocol
(TCP) [60], Raputya [35, 53], and standard protocol-based approaches [62]. We opted for OpenWoZ
for three reasons: First, it has a lightweight footprint, as the full server and event-handling code
is contained in a single python class and does not require installation of a large framework such
as ROS. Second, the same software runs whether the robot is used in self-contained mode from
the onboard RPi or externally controlled with a computer, and is compatible with major operating
systems (Blossom runs on Linux, macOS, and Windows). Third, OpenWoZ is specifically tailored
to trigger and modulate expressive gestures, with HRI research in mind.

The robot’s software is made up of three main components (Figure 9): a motor control module
and gesture library to command the motors as well as to store and play back authored movements
(shaded light gray); an HTTP server, which listens to incoming requests and activates the appro-
priate gestures (shaded light gray); and the various user interfaces (UIs) for commanding the robot
(shaded dark gray).

4.3.1 Motor Control Module and Gesture Library. The motor control is built on top of the PyPot
motor control library [45], which abstracts the low-level serial communication for the servo motors
to higher-level commands such as addressing motors and setting goal positions and speeds.
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Fig. 9. Combined hardware and software diagram. Solid lines denote hardware, dashed lines and light gray
shading denotes back-end software, and dotted lines with dark gray shading denote user interfaces. Physical
connections are denoted by solid arrows and software communication is denoted by dashed arrows.

In the motor control module, robots are defined by the motors used and their respective ranges.
The motors can be commanded directly, or controlled by executing gestures from a library. Ges-
tures are stored as timed sequences of positions for each motor on the robot. The gestures can be
played back with modulations to the speed, range, or posture.

4.3.2 HTTP Server. The control computer includes an HTTP server that is built on top of the
open-source flask python server and enables Representational State Transfer (“RESTful”) com-
munication with the robot, allowing for the robot to be commanded from any device on the local
network. This enables an open-ended method for interfacing with the robot and makes it easy
to build WoZ interfaces, create custom applications that use sensor information, or communicate
with existing web-based services or Internet-enabled devices.

The RESTful API receives the desired command or gesture and modulation parameters. For ex-
ample, to play back a gesture titled “nodding” at 0.8 times the recorded speed and 1.4 times the
amplitude of the original range of motion, the REST command would be /s/nodding?speed=
0.8&amp=1.4. Examples of other functions include retrieving a list of available gestures and com-
manding the robot to a given position. This implementation follows the modular command struc-
ture of OpenWoZ [32] and affords flexible communication between the robot and clients built into
user interfaces.

Additional behaviors can be added to the open-source HTTP server simply by defining a func-
tion and linking it to a RESTful command. Parameters are passed to the function as a URI string,
and the custom behavior can parse the parameters. This is, for example, how different “breathing”
and other programmatic idle behaviors are implemented.

4.3.3 User Interfaces. We demonstrate the flexibility afforded by the software architecture by
presenting several methods we have developed to control the robot. In the simplest case, users can
use the command line interface (CLI) on the terminal that started the robot HTTP server to trigger
any command available to the RESTful API by simply typing in the REST URI. Beyond the CLI, we
developed web and smartphone WoZ applications for high-level operation of the robot. A “sound-
board” design enables the creation of buttons for triggering gestures or for gesture/modulation
combinations (Figure 11(b)).

An additional web application is embedded in a web page (Figure 10). It allows Blossom to “re-
act” to an online video as part of a research project in our laboratory, in which Blossom acts as
a video-watching companion. The web page includes a video player and a Blockly interface for
triggering gestures at specified timestamps and modulating them, allowing users to easily chore-
ograph movement sequences to videos.
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Fig. 10. The web application used to trigger gestures timed to a video. The Blockly interface is used to denote
when to trigger gestures and how to modify playback speed, amplitude, posture, or looping. In this example,
the robot resets at the beginning of the video, plays the “happy” gesture at 5 seconds at 0.8 times the original
amplitude (range of movement) and loops until 10 seconds, at which time it plays the “sad” gesture sped up
by a factor of 1.3.

Fig. 11. Screenshots of the phone application for controlling the robot (a) and playing back gestures from
within the application (b). The orientation of the phone is mapped to the orientation of the robot’s head (c
and d).

Beyond triggering and modulating gestures through a WoZ “soundboard,” the mobile appli-
cation (Figure 11) utilizes the phone as a puppeteering device to control the robot’s expressive
elements. Using smartphones as an input device supports the accessibility design objective by al-
lowing lay-users to easily create behaviors for the robot without having to manually program its
movements.

The puppeteering system is built on the React NativeTM framework and leverages the smart-
phone’s built-in inertial measurement unit (IMU) to map the phone’s orientation to the orientation
of the platform. Phone data (kinematic orientation, slider positions) is sent from the phone to the
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Fig. 12. Concept sketches exploring different embodiments and movements. The sketches show ideas for
interchangeable exterior shapes and appendages meant to be hand-crafted by end-users.

robot using the same RESTful API as previously mentioned. The inverse kinematics of the robot
as derived in Appendix A is used to determine the motor positions required to achieve a given
orientation. Currently, the IMU only controls the 3D orientation of the head, but not the vertical
offset of the platform’s height. This is because integrating the IMU’s raw accelerometer measure-
ments at the current data rate (approximately 10Hz) would quickly result in sensor drift. To solve
this, a slider adjusts the platform’s resting height. Another slider controls the appendage motor.
A mirror mode can be toggled to reflect the motion horizontally to make it easier to control the
robot while it faces the user. Gestures can be recorded and played back within the application and
can also be looped indefinitely to make idling motions such as breathing or looking around.

5 APPEARANCE

The robot’s flexibility extends to its outer appearance design. Its exterior is created from soft fabrics
that are not rigidly attached to the interior skeleton, and its appendages are interchangeable and
in principle open to any tensile mechanism. Concept sketches from the ideation process of various
exterior options are shown in Figure 12, illustrating the flexibility in the robot’s appearance.

5.1 Soft Exterior

The soft woven exterior of the robot supports expressiveness in two ways: by augmenting the
compliance of the internal mechanism through its bending and folding, and due to the fact that
it flows freely over the structure. This helps the robot to appear more lifelike by accentuating
the organic movement and providing mechanical flexibility to its exterior. Using traditional crafts
rather than computer-aided design (CAD) and rigid manufacturing techniques also supports the
design goal of accessibility by enabling a diverse user population to participate in robot-building.

Three examples of crocheted covers are shown in Figure 1, one in the likeness of a blue bunny
clown, one in the shape of a gray mouse or cat, and the third modeled after a blue jellyfish. They
are knit or crocheted out of wool. The blue-and-white design is constructed as a single pull-over
piece; the exterior for the mouse design is also a single piece, but it is open at the top and closes
with a button in the back of the head; the jellyfish cover is made of two pieces (one for the head
and one for the lower body) that button together at the base of the head. The covers are designed
to be loose-fitting to support the organic movement aesthetic and to not constrain the actuation
mechanism.

5.2 Swappable Appendages

The robot’s flexibility is further emphasized by its swappable and open-ended appendage mecha-
nism. The head platform features an additional motor that can interface with various accessories
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Fig. 13. Two examples of the swappable appendages: (a) two versions of pluggable wooden ears and (b)
flexible silicon arms. Both appendages are actuated using the same tensile mechanism from the appendage
motor mounted on the main head platform.

and appendages matched to different exterior designs. Control of the appendages is also tensile,
with the motor reeling in a cable and either gravity or an elastic element restoring the DoF.

Figure 13(a) shows the mechanism for the ears. The ears attach to posts on a rotating hinge
adapter with two hooks, allowing them to be easily interchanged. The hinge adapter itself is
tethered to the accessory motor. The jellyfish configuration features flexible arms as shown in
Figure 13(b). The arms are fabricated by first 3D printing a “skeleton” mold, which is then filled
with Smooth-On EcoFlexTM50 silicone. The rigid skeleton segments act as vertebrae with the sili-
cone serving as ligaments that connect all of the segments. In both cases, gravity restores the DoF.
We implemented two examples of swappable appendages, but in theory, any single tensile DoF
could be added to the robot’s design. In the prototyping phase of the robot’s design, we explored
tails and spinal spikes as additional DoFs.

6 CASE STUDIES

Evaluating toolkits in HCI research is a challenge despite the appreciation for the long-term impact
that toolkits have had on HCI research. Ledo et al. surveyed evaluation techniques for HCI toolkits
over two decades [47] and found that demonstrations and and observation of usage are the most
commonly used practices. To evaluate Blossom vis-a-vis its design objectives, we have deployed
the system in four demonstration and usage contexts and observed users’ interaction with the
system. The four case studies are: External HRI research groups that built and used the robot;
users interacting with the robot in public exhibition settings; young children designing the robot’s
appearance and creating gestures for it; and a workshop in which middle school students built
robots and authored gestures for them. These deployments provided feedback on the design and
insight on how diverse users interact with the robot.

6.1 Providing the Design to External Research Groups

One of the main goals of the Blossom platform is to provide HRI researchers who are not engi-
neers with an accessible social robotics platform. To that end, we provided Blossom prototypes
to several external HRI research groups. We chose an evolutionary prototyping approach [15, 21,
27], which enables iterative reevalution of the design through increasingly mature developments
of the system. In our case, we progressed from providing the user with the completely built system
to letting them build the full robot from instructions only.

The first prototype was sent completely prebuilt to an industry research team studying robot
companions for children with autism. The research team was able to set up the robot and control it
in its untethered mode. They used it in technology demonstrations when meeting with therapists
and user populations. This is the use-case of researcher-as-end-user, demonstrating the possibility
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to quickly set up a Blossom platform and use it in Wizard-of-Oz mode. This deployment was done
before the smartphone gesture authoring system was completed; the researchers used a provided
set of behaviors triggered from a web-based soundboard.

A second prototype of the robot was given to a university research team with limited engineer-
ing skills. The research group conducts field and laboratory studies related to public health. We
provided the basic components (as laid out in Figure 6) and a repository with the assembly in-
structions and software library [74]. The group was able to successfully build the robot, install the
software, and enlist the help of volunteers to crochet new covers. The group has since used the ro-
bot in a number of field studies. Their study participants used Blossom in a teleoperation scenario
to communicate with each other by gesturing via the robot, using the smartphone control appli-
cation. This is the use-case of researcher-as-builder, demonstrating the possibility of assembling a
robot and customizing its appearance without engineering skills.

Two other prototypes were built by additional university research groups. Unlike the previous
groups, we provided no components and gave the groups only a link to the repository containing
the laser cutting design files, software, and instructions [74]. Apart from troubleshooting some
minor software-related issues with one of the groups, both research teams were able to indepen-
dently fabricate the robot. This is the full open-source use-case of Blossom, demonstrating the
ability to build a new robot within days. This use-case indicates the possibility of scaling up the
use of the system through digital distribution of code, CAD files, and instructions only.

6.2 Public Exhibitions

Throughout the development of Blossom, prototypes of the robot have been exhibited at several
public events, including two technology fairs, one academic conference, and a collegiate project
team showcase. These events had a diverse demographic of attendees, from lay-users to roboticists,
and were opportunities to present Blossom to receive feedback on its design from a variety of
populations. During these events, we showcased Blossom’s movement and customizability and
explained the motivation for the project. Users experienced the robot, but did not build a robot.

Participants responded positively to the robot’s appearance, and several indicated that they
would want to interact with it like a pet. At the project showcase, we showed different config-
urations and allowed participants to control Blossom with the phone. Though many found the
controller to be somewhat difficult at the beginning, they found the interaction to be entertaining
and would use Blossom to gesture to their friends. This bears similarity to the teleoperation use
by the HRI research group described above. Along positive comments regarding the design, there
were a few recurring questions and suggestions. A common question was whether Blossom could
react to user input and whether it had sensors such as cameras or microphones. Others suggested
interfacing Blossom with voice-based assistants to provide them with a physical embodiment.
Many expressed interest in owning or building a Blossom robot.

6.3 Children’s Science Day

We exhibited Blossom at a children’s Science Day event where young children, approximately 4–
8 years of age, could visit stations with various activities. For our activity, we had craft materials
available for children to create accessories for Blossom. Children would then affix the accessories
to Blossom and control the robot using a smartphone. Participants interacted with Blossom in
different ways, with some staying at the booth for a long time crafting several accessories and
others only interested in controlling the robot. There were some children who came in groups and
took turns between crafting accessories and controlling; these groups sometimes collaborated by
having the crafter ask the controller to move the robot to make it easier to attach an accessory.
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Fig. 14. Children interacting with Blossom at the Science Day event (top) and examples of accessories cre-
ated by participants (bottom).

This suggests that the Blossom platform can encourage collaborative design and the interaction
of several users with a single robot.

Although we initially suggested creating ears, children branched off to make a wide range of
different accessories, from appendages to facial features to jewelry. Most creations were simple
single-layer shapes, but some designs were more elaborate and featured multiple layers and adorn-
ments (Figure 14). The diversity of accessories suggests the flexible design of the platform.

The ways that children controlled Blossom led to interesting observations regarding the smart-
phone as a controller. Users would often move the phone in exaggerated ways that Blossom would
physically not be capable of achieving, such as turning completely upside down or twisting around
over 360°. The children also had additional expectation of the robot’s movement, such as making it
locomote and jump. These expectations were emphasized by that fact that several children chose
to make appendages such as legs and wings.

Adults were also interested in Blossom, from the project’s application to its technical imple-
mentation. Some parents participated by making their own accessories while others helped their
children control the robot more effectively. They commented on the project as relating art and
technology, fitting in with the goals of Science, Technology, Engineering, Arts, and Math (STEAM)
education. Adults also noted Blossom’s unconventional appearance compared to traditional robot
aesthetics.
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Fig. 15. Examples of the embodiments created by the middle school students in the robot-building workshop.

6.4 Build-a-Blossom Workshop

In the most elaborate deployment, Blossom was used in an educational workshop for middle school
students to learn about the skills involved in robotics engineering. The students had varying levels
of technical experience, ranging from some programming and prototyping to very little exposure
to coding or mechanical construction. The activity was to build and customize a Blossom robot,
program its gestures, and choreograph its movements to a video of the students’ choosing. There
were six workshop sessions; each was approximately 80 minutes long and had 16–20 students that
were divided into four groups. The total was 107 students in 24 groups. Lab members familiar with
the construction and programming processes were present to provide assistance, but intervention
was kept to a minimum and mainly involved guided troubleshooting.

Each group was provided a partially-assembled robot and the assembly instructions. We decided
to provide some preassembly after the first round (four groups) of students spent most of the
80 minutes building the robot, leaving too little time for gesture generation. All subsequent 20
groups built the head platform from scratch, attached the ear mechanism, connected the tower
to the base assembly, connected the motors to the robot, attached the head by hanging it from
the tower, and wired the motor cables. A crocheted cover was included with each robot, as newly
crafting a robot exterior was also not feasible in the time allotted.

We observed that in many cases, during the construction process, some students were build-
ing the inner structure, while other group members customized the cover with craft accessories.
Figure 15 shows examples of some of the appearances created by workshop participants.

Once the robot was assembled and customized, students connected it via USB to a computer
and authored movements using the smartphone application. Most groups designated one member
with the mobile application to be the movement choreographer in charge of creating gestures.
Students then imported the gestures into the web application and timed each movement, some
with modulation, to the video chosen by the group. This resulted in a variety of choreographies
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with which the robot reacted to the student’s videos. The videos themselves ranged from music
videos to which the robot was made to dance, sometimes “dressed up” as the performing artist,
to humorous videos with the robot reacting as an audience. Other examples included viral videos
(“memes”) where the robot was fashioned like one of the characters in the video, imitating the
action on screen.

All of the 24 groups were able to successfully build and control the robot by the end of their
session. The structures were mostly assembled correctly, except for the ear assembly, which of-
ten had cable routing issues. The programming process was largely error-free and some groups
were able to produce fairly complex choreographies. However, similar to our observation at the
children’s Science Day event, many students tried to control the robot in impossible manners.

The vast majority of students were actively engaged throughout the sessions. We conducted
brief informal question-and-answer sessions at the end of each meeting, where students were
asked to say what their favorite and least favorite part of the workshop was. There was a wide va-
riety of responses about the favorite part, with some students enjoying the craft more, and others
preferring the mechanical construction or the gesture generation. Similar to the children’s Science
Day experience, this suggests that the Blossom platform allows students with different interests
to be involved in some capacity. Others expressed satisfaction at being able to build and control a
complete working robot in a short time. Several students, who admitted to being initially disinter-
ested in robotics or intimidated by the topic, found themselves enjoying it due to the engagement
of the activity and the relation to personally meaningful video content. In a post-survey asking
students to rate the workshop from “useless” to “very valuable”, 11 of the 13 respondents rated the
workshop as “valuable” or “very valuable,” with only one rating of “not very valuable” and one
rating of “not sure.”

6.5 Discussion and Insights

In our field deployments, a diverse population of users interacted with different aspects of the
Blossom system, leading to a number of insights.

6.5.1 Relation to Design Objectives. The fact that external HRI research groups, some with no
engineering background, were able to build the robot with little assistance and readily use it for
their own research work is an encouraging signal that an accessible open-source platform can be a
useful model for social robotics research and an alternative to procuring commercial social robotics
platforms. However, at this point, the robots have not yet been used widely by the groups; there-
fore, the long-term usefulness of the system for research has not been validated. During each step
of the evolutionary open-sourcing of Blossom, we made improvements to the mechanical design,
assembly instructions, software interface, and installation procedure. This process illuminated the
tight integration between the design of the system and the design of the fabrication, installation,
and operating instructions when developing open-hardware systems [59].

The middle school workshop helped us evaluate several of Blossom’s major design objectives.
The fact that untrained students were able to mostly build and animate the robot within 80 minutes
supports the accessibility of the platform’s assembly and gesture authoring workflow. The vari-
ety of embodiments and their relation to the personal content choice of the students emphasized
Blossom’s flexibility. The complexity of the resulting choreographies indicates to us the robot’s
expressiveness. Similarly, showcasing Blossom at public exhibitions was useful in demonstrating
its expressiveness and receiving feedback on the design. The largely positive comments regarding
Blossom’s appearance are encouraging and affirm that the design appeals to a wide audience.

6.5.2 Interacting with Blossom. Both the study participants of the academic researchers and
the visitors to our public exhibitions frequently used the robot as a teleoperation “avatar” to
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communicate with their peers through the live-control mode of the smartphone application. The
direct mapping affordance between the handheld device and the real-time reaction from the robot
possibly encourages using Blossom as a gesture-extension of the self.

That said, in all of our deployments, we found that many users who attempted to control the ro-
bot tried to move it in ways that it was not capable of, such as turning it through a 360° rotation and
flipping it upside-down. After some practice, users were able to use the phone to create gestures,
but many had difficulty with accurately controlling the robot, and the mapping often remained
unintuitive to users. This reveals a problematic mapping between the unconstrained motion of
the phone and the limited range of the robot.

In both the Science Day exhibit and in the middle school workshop, we noted that the design of
the robot supported participation by users with diverging interests, such as appearance design and
gesture generation. We see this being a result of the design’s open-endedness on many different
levels, providing multiple points of contact for users to participate. This aspect of the Blossom
system also seems to encourage collaboration.

6.5.3 Open Design Issues. The difficulties that middle school students had in the assembly pro-
cess of the ears highlighted weak points in the design that should be rectified in future iterations,
most notably the appendage module, which was prone to failure. The interconnectivity between
the robot’s control computer and the phone controller can also be streamlined, as it requires a
somewhat elaborate configuration process.

Given the short duration of the evaluation deployments, none of them included building new
appendages or fashioning new covers for the robot. Future evaluations on customizability should
explore these features for alternative embodiments. Finally, many visitors were curious about the
sensing capabilities of the robot, pointing out a gap in the current design.

7 FUTURE WORK

The field deployments of Blossom, together with our own experience in manufacturing and using
Blossom, indicate several points in which the current design can be improved upon.

Smartphone Control Mapping. We found issues in the mapping between how users move the
phone and the robot’s motion limits. Possible solutions include better instructions and training
to control the robot properly, a mechanical rig to place the phone into, which can enforce the
robot’s movement constraints, and methods for better mapping from the raw orientation detected
by the smartphone’s IMU sensor to the robot’s pose. Relatedly, many users attempted to control the
height of the platform by raising and lowering the phone; while it would be difficult to get accurate
height control with the smartphone IMU sensor, usable height control should be explored, possibly
by using filtering or predictive methods to alleviate drift.

Sensing Capabilities. Users commented that they wished Blossom had sensing capabilities. Incor-
porating sensors for the robot to react to external inputs should thus be considered. Implementing
sensors on the robot itself may compromise its accessibility and handcrafted aesthetic, but sim-
ple sensors could afford richer functionality without being obtrusive. Many have interacted with
Blossom by petting its head or calling to it, and components such as touch sensors or microphones
could be implemented to provide more functionality. Another approach is to leverage sensors built
into smartphones, such as the microphone or camera, to avoid adding complexity directly to the
design of the robot itself [31].

Intermediate Programming Language. The Blockly interface is currently only used for triggering
gestures to videos, but it could also be used as a mid-level programming method that is more
versatile than the existing Wizard-of-Oz interfaces, while being still more accessible than a full
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programming language. Features such as motor control and conditional statements responding to
external inputs could be useful to expand the current functionality.

Lower Cost. On the mechanical side, while wood is relatively inexpensive and is well-aligned
with the handcrafted aesthetic of the robot, transitioning to an even cheaper material such as
cardboard or paper could further improve its accessibility. The most expensive aspect of the cur-
rent design are the high-end servo motors. They provide many advantages over standard servo
motors, primarily velocity, acceleration control, and daisy-chaining, but are relatively expensive.
Transitioning to standard hobby servos would significantly reduce the overall cost of the platform
at the potential cost of ease-of-control and movement quality.

Diverse Appendages. Finally, as our evaluation did not delve into user design of new appendages,
we would like to explore these to illustrate the platform’s customizability. Flexible arms and
dinosaur-like spikes were briefly explored, but the ear design has proven to be the most easy-
to-use and expressive. Given the inclusion of limbs and wings among the accessories created at
the children’s science event, such alternative configurations should be explored in the future. Dif-
ferent appendages may also affect the robot’s expressiveness by altering its DoFs and therefore its
gesture capabilities.

8 CONCLUSION

This article presented Blossom, an open-source social robotics platform that incorporates untra-
ditional mechanisms and materials. Building on previous work in social robot design including,
among others, the compliant exterior of the Keepon robot, the tensile mechanism of the Tofu robot,
and the snap-fit construction kit approach of OPSORO, Blossom was developed with the design
objectives of accessibility, flexibility, and expressiveness.

Blossom is designed to be accessible by several means. First, it is comprised of inexpensive me-
chanical components that are readily fabricated using low-cost materials such as wood and card-
board. The mechanical setup relies heavily on snap and press fits without the need to use fasteners.
The robot’s ease of construction was evaluated by providing external HRI research groups with
the assembly instructions and software. These groups have successfully built replicas of the robot
and implemented them in their own applications. The accessibility objective was further evalu-
ated in a workshop for middle school students to build a Blossom and program its behaviors. All
24 student teams were able to build and control the robot in a single 80-minute session, although
we identified construction issues with the open-ended appendage DoF.

A smartphone-based puppeteering controller is presented as a novel approach to gesture au-
thoring, meant to be more accessible compared to traditional programmatic or computer anima-
tion methods. It was evaluated at the above-mentioned middle school student workshop, as well
as at a children’s Science Day exhibit, where participants and visitors were able to create a range
of behaviors for the robot without prior training. That said, users often tried to move the phone
beyond the robot’s range of motion, leading to unpredictable mapping between the phone’s orien-
tation and the robot’s configuration. Furthermore, not all of the robot’s DoFs can be puppeteered
at the same time. While we believe that the smartphone controller provides an accessible way to
author robot gestures, we have yet to conduct a systematic comparison between the presented
gesture authoring system and traditional approaches, such as programming and 3D animation.
This is left for future work.

Blossom is designed for flexibility through an open-ended design that allows users to customize
its appearance and behaviors. The benefits of personalizing robot behaviors has been explored in
HRI research [18, 48, 50, 58, 68] and some researchers have looked at allowing users to personalize a
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robot’s outward appearance, usually through adornments [24, 76, 80]. This feature could also work
in support of the so-called IKEA effect, which predicts that self-made creations are favorably valued
over comparable mass-manufactured objects [55, 75]. Blossom allows exterior skin personalization
as well as a limited customization of an appendage DoF. However, the rest of the kinematics is fixed
in the design. This compromise is grounded in the tradeoff between customizability and predictable
expressive movement. Using the appendage customization, we have demonstrated two distinct
configurations, rigid ears pointing up and to the sides, and curling soft tentacles hanging from
the sides of the robot. Enabling more kinematic customizability while still retaining expressive
movement and the IMU-based puppeteering capabilities is an open challenge.

Blossom’s design objective of expressiveness was attempted through the use of compliant ma-
terials in the internal actuation mechanism. This provides the design with physical flexibility and
results in smooth motion without requiring complicated control through software. The use of soft
exteriors that flow freely over the mechanism creates an organic skin-like effect, which further
accentuates the looseness and lifelike nature of the robot. Additionally, incorporating alternative
materials such as woven fabric exteriors and wood supports the robot’s aesthetic expressiveness
and could offer an alternative for social robots that may fit the domestic space better than existing
choices of plastics and metals.

In our field deployments, we repeatedly observed that different participants chose to engage
with different aspects of the Blossom platform. Some preferred the mechanical construction; oth-
ers liked creating new exterior covers or adorning those with craft materials. Yet others were
interested in generating precise movements for the robot or stringing them together to create
behaviors. Blossom’s design seems to have many entry points for engagement. We can thus iden-
tify two additional design outcomes of the proposed system, namely that it supports diversity

in the robot’s user population and possibilities for collaboration. This notion is anecdotal and
post-hoc, and should be separately evaluated in future research. We are currently working with
a number of partners to test Blossom in additional settings, including high schools and maker
spaces.

The design process uncovered opportunities and challenges in the design space of open-source
social robotics. We hope that the detailed description of the system can help invite a broader
population to participate in designing, building, and using social robots. The smartphone-based
gesture authoring approach could be used in other HRI systems where there is a need to quickly
generate robot behaviors by nontechnical users.

A core contribution of this work is for the proposed design to benefit HRI researchers who
are not engineers, enabling them to readily construct simple social robots, customize the robots’
appearance to their needs, and use them in a teleoperated manner without additional software de-
velopment. Such researchers can also add behaviors and link them to a Wizard-of-Oz “soundboard”
to trigger these custom gestures without coding. Additional connections to external sensors and
software systems are enabled through the HTTP API.

As social robotics becomes more ubiquitous, a family of soft handcrafted robots that are easy to
build and control may suggest a fruitful design path for social HRI.

APPENDIX

A BLOSSOM KINEMATICS

The novel design of Blossom’s internal mechanism requires custom kinematics for gesture gen-
eration and simulation. In this appendix, we detail the forward and inverse kinematics derivation
for the robot.
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Fig. 16. Kinematic diagrams of the robot’s inner mechanism. As shown in (a), the inertial reference frame

Ō =< �iŌ ,�jŌ ,
�kŌ > is defined with the origin O at the center of the platform when at rest. The lines from

the base of the tower to the attachment points p1−3 represent the cable. The tower motors that actuate the
platform are at the base of the tower and rotate the motor wheels of radius rw by angle θ1−3. The base
motor located below the tower motors (not depicted) rotates the tower about the vertical axis by θ4. Top
view diagrams in (b) show the locations of the attachment points. The frames Ā1, Ā2, and Ā3 depicted in

(c) are aligned with the attachment points and rotate about the vertical �kŌ axis shown in (b). The side view

(d) shows the actuation mechanics of a single attachment point. The frame Ā′ is aligned with Ā as it rotates

about the vertical �kŌ axis, but additionally rotates about the shared �jĀ = �jĀ′ axis out of the page. This results

in the rotation from Ā to Ā′ by the angleψi . The displacement is approximated by Δ�hi with components Δxi

and Δzi in the −�iĀ and −�kĀ axes, respectively. The angle γ is the angle between the vertical axis and the line
formed by the cable when the platform is at rest.

A.1 Forward Kinematics

Figure 16 shows an approximation of the inner mechanism. For simplification, the elastic bands
are neglected and cables are assumed to be rigid links of variable length capable of both push-
ing and pulling the platform. The attachment points of the cables are denoted p1−3. As shown in
Figure 16(a), the tower motor wheels of radii rw rotate by θ1−3 and the base motor rotation about
the vertical axis is denoted by θ4.

Top views in Figure 16(b) and (c) depict the locations of the attachment points and define the
intermediate frames (Ā1, Ā2, Ā3). These intermediate frames are aligned with the attachment points

p1−3, respectively, and rotate about the vertical inertial axis, with all �k axes shared: �kŌ =
�kĀ1
=

�kĀ2
= �kĀ3

, and shown as �kŌ in Figure 16(b).
We are interested in the pose of the head platform given a set of motor angles θ1−4. Consider

the movement of one of the attachment points, pi , as depicted in Figure 16(d). The rotation of the
motor wheel of radius rw by angle θi causes the cable to be pulled in by length rwθi . Denoting
the angle between the vertical axis and the cable as γ , this shortening of the cable results in the

displacement Δ�hi of point pi from its resting position to the actuated point p ′i :

Δ�hi = −Δxi�ı j̄ − Δzi
�k j̄ = −rwθi sinγ�i j̄ − rwθi cosγ�k j̄ (1)

A simplifying assumption is made that the attachment point moves along this line and that γ
remains constant. The resulting actuated reference frame Āi

′ is a rotation of the original Ā1 about
the shared �jĀ1

= �jĀi

′ axis out of the page. If we denote the vectors from O to the resting position
of the attachment point pi as �ri , we get �ri = r�ıAi

. After actuating motor i , we get the new vector

from O to pi , �r ′i :

�r ′i = �ri + Δ�hi = r�ıAi
+ Δ�hi (2)
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These vectors need to further be transformed to the inertial frame by the planar rotation matrices
of θ4 for Ā1 and of θ4 +

2π
3 and θ4 +

4π
3 for Ā2 and Ā3, respectively. The calculated positions of the

attachment points can then be used to determine the resulting orientation of the platform.
To do so, we define unit normal vectors for the idle and transformed orientations as �N and �N ′,

respectively. We take �N = �kŌ to be simply pointing upward from O . The transformed vector �kŌ

can be calculated from a normalized cross product of the transformed attachment point vectors in
the plane of the actuated platform.

�N ′ =
(�r ′1 − �r ′2) × (�r ′1 − �r ′3)

|(�r ′1 − �r ′2) × (�r ′1 − �r ′3) |
(3)

The normal vector to the rotation plane �M can be calculated and used to determine the quater-
nion rotation angle α and frame defined in �v .

�M =
�N + �N ′

| �N + �N ′ |
(4)

α = �M · �N �v = �M × �N (5)

�q =

[
α
�v

]
(6)

This quaternion is then used to determine the change in orientation and the downward displace-
ment is approximated using Horn’s method. The resulting changes in position and orientation are
superimposed to determine the final pose.

A.2 Inverse Kinematics

Given the above forward kinematics solution, we can compute the head platform orientation given
known motor positions. The same model can also be used to derive the inverse kinematics to
calculate the required motor positions to achieve a desired final orientation of the platform. First,

the Euler angles (ψ ,θ , and ϕ about the body �iB̄−, �jB̄−, and �kB̄−axes, respectively) of the desired
orientation are used to derive the rotation matrix ŌRB̄ from the B̄ frame in the final orientation to
the inertial frame �O :

ŌRB̄ =

⎡⎢⎢⎢⎢⎢⎣
cψcθ cψsθsϕ − cϕsψ sψsϕ + cψcϕsθ]
cθsψ cψcϕ + sψsθsϕ cϕsψsθ − cψsϕ
−sθ cθsϕ cθcϕ

⎤⎥⎥⎥⎥⎥⎦ (7)

The rotation matrix is used to transform the representations of the positions of the attachment
points �rp′

i
from the body frame �B to the inertial frame �O :

{�rp′
i
}Ō =Ō RB̄ {�rp′

i
}B̄ (8)

From the initial (�rpi
) and transformed (�rp′

i
) positions of the attachment points, the displacements

Δ�hi can be calculated by:

Δ�hi = �rp′
i
− �rpi

(9)

Given the known size of the motor wheel rw , we can then calculate the angular motor displace-
ment θi :

|Δ�hi | = rwθi → θi =
|Δ�hi |
rw

(10)
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